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#### Abstract

This article provides a detailed overview of the techniques and methods used to solve second-order ordinary differential equations having coefficients that remain constant. The article begins by introducing the general form of 2 nd-order differential equations and explaining the concept of constant coefficients. Next, the article presents the characteristic of equation and its roots, which are used to determine the nature of the solutions. The article then goes on to discuss the three possible cases: distinct and real roots, complex conjugate roots, and repeated roots, and present the general solution for each case, including examples to illustrate the application of the method. The article concludes with a brief discussion of applications of second-order differential equations in engineering and physics. The aim of this article is to provide a clear and concise guide for students and researchers interested in this important topic.
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## 1. Introduction

Ordinary differential equations of second order, whose coefficients remain constant throughout the equation are a class of equations that frequently arise in many branches of mathematics and physics, making them of fundamental importance in understanding and predicting physical phenomena. These equations have a wide range of applications in areas such as mechanics, electromagnetism, and quantum mechanics [1]. Therefore, finding the solutions to these equations is an essential task for many researchers and students in various fields of study.

In this article, we aim to provide a comprehensive and detailed overview of the methods used to solve this class of equations. We begin by introducing the Standardized format of the second-order differential equation that has coefficients that remain constant throughout the equation, which is a homogeneous linear equation. We explain the meaning of constant coefficients and why they play an important role in solving these equations. We then present the characteristic equation and its roots, which provide information about the nature of the solutions. We discuss the three possible cases: real and distinct roots, complex conjugate roots, and repeated roots. For each case, we derive the general solution and
provide examples to illustrate the application of the method [2].
One of the strengths of this article is that it covers not only the mathematical aspects of solving these equations but also their physical interpretations and applications. We discuss the connection between the solutions and physical systems and how the solutions can be used to analyse and predict the behaviour of these systems. We provide examples from physics and engineering to illustrate the applications of differential equation that has coefficients that remain constant throughout the equation [1] [2].

The techniques and methods presented in this article are fundamental to many fields of study, including mathematics, physics, and engineering. The article aims to provide a comprehensive guide for students and researchers who are interested in this topic, and it may be used as a reference for solving problems in related fields [1].

## 2. Related Work

One of the earliest works on this topic was by Leonhard Euler in the 18th century. Euler developed a general method for solving LDE (linear differential equations) of any order, including the $2^{\text {nd }}$ order equations coefficients with constant (Euler, 1748). This method involved finding the solutions or
values that satisfy the characteristic equation and using them to derive the general solution [3].
In the 19th century, the study of differential equations experienced significant developments, and many mathematicians contributed to the understanding of these equations. One of the most notable works in this period was by Carl Friedrich Gauss, who introduced the system of undetermined coefficients for solving LDE of any order (Gauss, 1815). This method was later applied to second-order equations with constant coefficients, providing a straightforward approach to finding particular solutions [4].

In the 20th century, the study of differential equations continued to grow, and new techniques were developed to solve these equations. One of the most significant developments in this period was the Laplace transform, which allowed solving differential equations in a different domain (i.e., frequency domain) (Churchill and Brown, 1990). The Laplace transform has been extensively used to solve $2^{\text {nd }}$ order DE coefficients with constant, providing an efficient and powerful approach to finding the solution [5].

## 3. Homogeneous Linear ODE Coefficients with <br> Constant:

In this section we consider the special case of the $2^{\text {nd }}$-order homogeneous linear differential equation in which all of the coefficients are real constants. That is, we shall be concerned with the equation

In this section, our focus is on the $2^{\text {nd }}$ order homogeneous LDE, where all the coefficients are constants with real values. In other words, we will only consider equations of the form:
$a_{0}(x) \frac{d^{2} y}{d x^{2}}+a_{1}(x) \frac{d y}{d x}+a_{2}(x) y=0$
Therefore, we will look for solutions of equation (1) in the form of $y=e^{m x}$, where we will choose the constant m such $e^{m x}$ satisfies the equation. Assuming $y=e^{m x}$ that is a solution for a certain value of $m$ we can write:
$\frac{d y}{d x}=m e^{m x}, \frac{d^{2} y}{d x^{2}}=m^{2} e^{m x}$
Substituting in (1), we obtain
$a_{0}(x) m^{2} e^{m x}+a_{1}(x) m e^{m x}+a_{2}(x) e^{m x}=0$
or, $(m+4)(m+2)=0$
Given that $e^{m x} \neq 0$, we can derive a polynomial equation in the variable $m$;
$a_{0}(x) m^{2}+a_{1}(x) m+a_{2}(x)=0$
The equation mentioned above referred to as the auxiliary equation or the characteristic equation of the given differential equation (1). While solving the auxiliary equation, the following three cases may arise
I) All the roots are distinct and real.
II) All the roots are real but some are repeating.
III) All the roots are imaginary

### 3.1 Case I: Distinct Real Roots

If $m_{1}, m_{2}$ are different roots of (2) then
$y=e^{m_{1} x}, y=e^{m_{2} x}$
Are independent solutions of (1). Therefore the general solution of (1) is.
$y=c_{1} e^{m_{1} x}+c_{2} e^{m_{2} x}$
Where $\boldsymbol{C}_{1}, \boldsymbol{C}_{2}$ are arbitrary constants.

## Example:

$2 \frac{d^{2} y}{d x^{2}}-12 \frac{d y}{d x}+16 y=0$
The auxiliary equation is
$2 m^{2}-12 m+16 y=0$
Hence,
$(m-4)(2 m-4)=0$
$m=4,2$
The roots are distinct and real. Thus $e^{4 x}$ and $e^{2 x}$ are the solutions to the equation are given, and we can express the general solution as:
$y=c_{1} e^{4 x}+c_{2} e^{2 x}$ Where $c_{1}$ and $c_{2}$ are arbitrary constants.

### 3.2 Case II: Repeated Real Roots

If the auxiliary equation (2) has repeated real roots that are distinct, then the general solution of (1) can be expressed as:
$y=c_{1} e^{m x}+c_{2} x e^{m x}$

## Example:

$\frac{d^{2} y}{d x^{2}}-4 \frac{d y}{d x}+4 y=0$
The auxiliary equation is
$m^{2}-4 m+4=0$
or, $f(a)=0$
The roots of this equation are
$m=2,2$
The roots are distinct and real and. Thus $e^{2 x}$ and $e^{2 x}$ are the solutions to the equation are given, and we can express the general solution as:
$y=c_{1} e^{2 x}+c_{2} x e^{2 x}$ Where $c_{1}$ and $c_{2}$ are arbitrary constants.

### 3.3 Case III: Conjugate Complex Roots

Assuming the auxiliary equation has a non-repeated complex number root of the form $a+i b$, we can infer that $a-i b$ (the conjugate complex number) is also a non-repeated root since the coefficients in the equation are real. Therefore, the corresponding part of the general solution is:
$y=c_{1} e^{(a+i b) x}+c_{2} \mathrm{e}^{(a-\mathrm{ib}) \mathrm{x}} c_{1}$ and $c_{2}$ are arbitrary constants
$y=e^{a x}\left[c_{1} e^{i b x}+c_{2} \mathrm{e}^{-\mathrm{ibx}}\right]$
$=e^{a x}\left[c_{1}(\cos b x+\mathrm{i} \sin b x)+c_{2}(\operatorname{cosbx}-\mathrm{i} \operatorname{sinbx})\right]$
$\left.=e^{a x}\left[\left(c_{1}+c_{2}\right) \operatorname{cosbx}+\left(c_{1}-c_{2}\right) \mathrm{i} \operatorname{sinbx}\right)\right]$
$\left.=e^{a x}[A \operatorname{cosbx}+B \operatorname{sinbx})\right]$

## Example:

$\frac{d^{2} y}{d x^{2}}-6 \frac{d y}{d x}+25 y=0$
The auxiliary equation is
$m^{2}-6 m+25=0$
Solving it, we find
$m=\frac{-6 \pm \sqrt{36-100}}{2}=\frac{6 \pm 8 i}{2}=3 \pm 4 i$
Here the roots are the conjugate complex numbers $a \pm b i$ where $a=3, b=4$. One way to express the solution in a general form is
$y=e^{3 x}\left(c_{1} \sin 4 x+c_{2} \cos 4 x\right)$ Where $c_{1}$ and $c_{2}$ are arbitrary constants.

## 4. Non-Homogeneous Linear ODE with Constant Coefficients

Let us consider the non-homogeneous DE
$a_{0}(x) \frac{d^{2} y}{d x^{2}}+a_{1}(x) \frac{d y}{d x}+a_{2}(x) y=F(x)$
Where the coefficients $a_{0}, a_{1}, a_{2}$ are constants but the nonhomogeneous term $F$ in general a non-constant function of $x$. The general solution of the above equation may be written, $y=y_{c}+y_{p}$ where $y_{c}$ is the general solution of the corresponding homogeneous equation (1) with F replaced by zero and $y_{p}$ is called the complementary function, and it is a solution that contains no arbitrary constant. . On the other hand, any solution of equation (1) that does not contain arbitrary constants is known as a particular integral.
4.1 Case-1: If $F(x)=x$, polynomial in x then
$y_{p}=\frac{1}{f(D)} X=[f(D)]^{-1} X$
This can be applying binomial expansion $[f(D)]^{-1}$ and multiplying term by term. Sometimes the expansions are made by using partial fraction.

## Example:

$\frac{d^{2} y}{d x^{2}}+3 \frac{d y}{d x}+2 y=4 x+5$
The auxiliary equation is
$m^{2}+3 m+2=0$
$\operatorname{Or}(m+2)(m+1)=0$
$m=-2,-1$
The roots are distinct and real. Thus $e^{-x}$ and $e^{-2 x}$ are the solutions that satisfy the equation, and the solution that is not associated with any particular initial condition, can be expressed as the complementary solution.
$y_{c}=c_{1} e^{-x}+c_{2} e^{-2 x}$

Where $c_{1}$ and $c_{2}$ are arbitrary constants.
The particular solution is,
$y_{p}=A x+B$
Where A, B are constant undetermined coefficient to be determined. Taking the derivative of the equation yields:
$y_{p}^{\prime}=A$ And $y_{p}^{\prime \prime}=0$
Substituting these in equation we obtain,
$0+3(A)+2(A x+B)=4 x+5$
Or $3 A+2 B+2 A x=4 x+5$
Equating the coefficient of $x$ and constant term we obtain,

$$
3 A+2 B=5 \quad \text { and } \quad 2 A=4
$$

Solving this we get,
$A=2 \quad$ and $\quad B=\frac{-1}{2}$
Substituting these we obtain,
$y_{p}=2 x-\frac{1}{2}$
An expression for the general solution can be formulated as:

$$
y=y_{c}+y_{p}
$$

$y=c_{1} e^{-x}+c_{2} e^{-2 x}+2 x-\frac{1}{2}$, where $c_{1}$ and $c_{2}$ are arbitrary constants.
4.2 Case-2: If $F(x)=e^{a x}$ is a constant, then $y_{p}=\frac{e^{a x}}{f(a)}$, provide $f(a) \neq 0$,

## Example:

$\frac{d^{2} y}{d x^{2}}+6 \frac{d y}{d x}+8 y=e^{4 x}$
The auxiliary equation is
$m^{2}+6 m+8=0$
$\operatorname{Or}(m+4)(m+2)=0$
$m_{1}=-4, m_{2}=-2$
The roots are distinct and real. Thus $e^{-4 x}$ and $e^{-2 x}$ the solutions we have obtained are valid, and it is possible to express the complementary solution in the following manner:
$y_{c}=c_{1} e^{-4 x}+c_{2} e^{-2 x}$
Where $c_{1}$ and $c_{2}$ are arbitrary constants.
The particular solution is,
$y_{p}=A e^{4 x}$
Differentiating the equation, we obtain
$y_{p}^{\prime}=4 A e^{4 x}$
$y_{p}^{\prime \prime}=16 A e^{4 x}$
Substituting these we obtain,
$16 A e^{4 x}+6\left(4 A e^{4 x}\right)+8 A e^{4 x}=e^{4 x}$
$48 A e^{x}=e^{4 x}$
$48 A=1$
$A=\frac{1}{48}$

Substituting the value A and B, we obtain,
$y_{p}=\frac{1}{48} e^{4 x}$
An expression for the general solution can be formulated as: $y=y_{c}+y_{p}$
Then $y=c_{1} e^{-4 x}+c_{2} e^{-2 x}+\frac{1}{48} e^{4 x}$
4.3 Case-3: We know that $\frac{1}{f(D)} e^{a x}=\frac{e^{a x}}{f(D)}$ if $f(a) \neq 0$

But if $f(a)=0$, this becomes infinite and our method fails.
Now $f(a)=0$ means that $D-a$ is a factor $f(D)$
Therefore let $f(D)=(D-a) \phi(D)$
So that $\quad \phi(a) \neq 0$
$\frac{1}{f(D)} e^{a x}=\frac{1}{(D-a) \phi(D)} e^{a x}$
$=\frac{1}{(D-a) \phi(D)} e^{a x}$ as $\phi(a) \neq 0$
$=\frac{1}{(D-a) \phi(a)} e^{a x}=\frac{1}{\phi(a)} e^{a x} \int e^{-a x} e^{a x}$
$=\frac{1}{\phi(a)} e^{a x} \int d x=\frac{x e^{a x}}{\phi(a)}$
Now differentiating both the sides
of $f(D)=(D-a) \phi(D)$ for $\phi(a) \neq 0$ with respect to $D$.
$f^{\prime}(D)=(D-a) \phi^{\prime}(D)+\phi(D)$
Putting $D=a, f^{\prime}(a)=0+\phi(a)$
It means $\phi(a)=f^{\prime}(a)$
$=\frac{1}{\phi(a)} e^{a x} \int d x=\frac{x e^{a x}}{\phi(a)}$ Becomes
$\frac{1}{f(D)} e^{a x}=\frac{x e^{a x}}{f^{\prime}(a)}$ Or $x \frac{1}{f^{\prime}(D)} e^{a x}$
Again if $f^{\prime}(a)=0$ and $f^{\prime \prime}(a) \neq 0$ then $D-a$ is a factor repeated twice and applying the above result once again, we get
$\frac{1}{f(D)} e^{a x}=x^{2} \frac{1}{f^{\prime \prime}(D)} e^{a x}$ and so on.

## Example:

$\frac{d^{2} y}{d x^{2}}-3 \frac{d y}{d x}+2 y=e^{x}$
The auxiliary equation is
$m^{2}-3 m+2=0$
$\operatorname{Or}(m-2)(m-1)=0$
$m_{1}=2, m_{2}=1$
The roots are real and distinct. Thus $e^{2 x}$ and $e^{x}$ the solutions we have obtained are valid, and it is possible to express the complementary solution in the following manner:
$y_{c}=c_{1} e^{2 x}+c_{2} e^{x}$, where $c_{1}$ and $c_{2}$ are arbitrary constants.
The particular solution is,
$y_{p}=\frac{1}{(D-1)(D-2)} e^{x}$
Let $_{u}=\frac{1}{(D-2)} e^{x}$
$(D-2) u=e^{x}$
$\frac{d u}{d x}-2 u=e^{x}$
Integrating we get,
$u=-e^{-x}$
$y_{p}=\frac{1}{(D-1)} u$
$(D-1) y_{p}=-e^{-x}$
$\frac{d y_{p}}{d x}-y_{p}=-e^{-x}$
$y_{p}=-x e^{-x}$
An expression for the general solution can be formulated as:
$y=y_{c}+y_{p}$, then $y=c_{1} e^{2 x}+c_{2} e^{x}-x e^{x}$.
4.4 Case-4: If $F(x)=\sin x$ or $\cos x$

Then $\frac{1}{f(D)^{2}} \sin a x=\frac{1}{f\left(-a^{2}\right)} \sin a x$
And $\frac{1}{f\left(a^{2}\right)} \cos a x=\frac{1}{f\left(-a^{2}\right)} \cos a x$
Except when $\quad f\left(-a^{2}\right)=0$
We know,
$\sin a x=\sin a x$
$D(\sin a x)=a \cos a x$
$D^{2}(\sin a x)=-a^{2} \sin a x$
$D^{3}(\sin a x)=-a^{3} \cos a x$
Similarly $\left(D^{2}\right)^{n} \sin a x=\left(-a^{2}\right)^{n} \sin a x$
Thus $f\left(D^{2}\right) \sin a x=f\left(-a^{2}\right) \sin a x$
Operating by $\frac{1}{f(D)^{2}}$ on both sides, we get
$\frac{1}{f\left(D^{2}\right)} f\left(D^{2}\right) \sin a x=\frac{1}{f\left(D^{2}\right)} f\left(-a^{2}\right) \sin a x$
Or $f\left(-a^{2}\right) \neq 0$
Dividing by $f\left(-a^{2}\right)$, we get
$\frac{1}{f\left(D^{2}\right)} \sin a x=\frac{1}{f\left(-a^{2}\right)} \sin a x \quad$, provide $f\left(-a^{2}\right) \neq 0$,
Similarly $\frac{1}{f\left(D^{2}\right)} \cos a x=\frac{1}{f\left(-a^{2}\right)} \cos a x$

## Example:

$\frac{d^{2} y}{d x^{2}}+3 \frac{d y}{d x}+2 y=\cos 2 x$

The auxiliary equation is
$m^{2}+3 m+2=0$
Or $(m+2)(m+1)=0$
$m_{1}=-1, \quad m_{2}=-2$
The roots are real and distinct. Thus $e^{-x}$ and $e^{-2 x}$ the solutions we have obtained are valid, and it is possible to express the complementary solution in the following manner:
$y_{c}=c_{1} e^{-x}+c_{2} e^{-2 x}$
Where $c_{1}$ and $c_{2}$ are arbitrary constants.
The particular solution is,
$y_{p}=A \cos 2 x+B \sin 2 x$
Differentiating, we obtain
$y_{p}^{\prime}=-2 A \sin 2 x+2 B \cos 2 x$
$y_{p}^{\prime \prime}=-4 A \cos 2 x-4 B \sin 2 x$
Substituting these in equation we obtain,
$-4 A \cos 2 x-4 B \sin 2 x+3(-2 A \sin 2 x+2 B \cos 2 x)+$
$2(A \cos 2 x+B \sin 2 x)$
$=\cos 2 x(-2 A+6 B) \cos 2 x+(-6 A-2 B) \sin 2 x$
$=\cos 2 x$
Equating the coefficient of $\cos 2 x, \sin 2 x$ and constant term we obtain,
$-2 A+6 B=1-6 A-2 B=0$
Solving this we get
$A=\frac{-1}{20}, B=\frac{3}{20}$
Substituting the value, we obtain,
$y_{p}=\frac{-1}{20} \cos 2 x+\frac{3}{20} \sin 2 x$
An expression for the general solution can be formulated as:
$y=y_{c}+y_{p}$
$y=c_{1} e^{-x}+c_{2} e^{-2 x}+\frac{3}{20} \sin 2 x-\frac{1}{20} \cos 2 x$
4.4 Case-5: Exceptional case of $\frac{1}{f\left(D^{2}\right)} \sin a x$ when

$$
f\left(-a^{2}\right)=0
$$

From $\frac{1}{f\left(D^{2}\right)} \sin a x=\frac{1}{f\left(-a^{2}\right)} \sin a x f\left(-a^{2}\right) \neq 0$
But if $f\left(-a^{2}\right)=0$, it becomes infinite and our method fails.
Now $f\left(-a^{2}\right)=0$ means that $D^{2}+a^{2}$ is a factor of $f(D)^{2}$.
Let $f(D)^{2}=\left(D^{2}+a^{2}\right) \phi\left(D^{2}\right)$, such that $\phi\left(-a^{2}\right) \neq 0$
Now $\frac{1}{f\left(D^{2}\right)}(\cos a x+i \sin a x)=\frac{1}{f\left(D^{2}\right)} e^{a i x}$
$=x \frac{1}{f^{\prime}\left(D^{2}\right)} e^{a i x}$
Where dashes denote differentiation in terms of $x$
$=x \frac{1}{f^{\prime}\left(D^{2}\right)}(\cos a x+i \sin a x)$

Equating imaginary and real and parts then we have
$\frac{1}{f\left(D^{2}\right)} \cos a x=x \frac{1}{f^{\prime}\left(D^{2}\right)} \cos a x$
And $\frac{1}{f\left(D^{2}\right)} \sin a x=x \frac{1}{f^{\prime}\left(D^{2}\right)} \sin a x$
In case $f^{\prime}\left(-a^{2}\right)=0$ and $f^{\prime \prime}\left(-a^{n}\right) \neq 0, D^{2}+a^{2}$ is a twice repeated factor of $f(D)^{2}$. Applying the above result once again, we get
$\frac{1}{f\left(D^{2}\right)} \sin a x=x^{2} \frac{1}{f^{\prime \prime}\left(D^{2}\right)} \sin a x$
And $\frac{1}{f\left(D^{2}\right)} \cos a x=x^{2} \frac{1}{f^{\prime \prime}\left(D^{2}\right)} \cos a x$
4.5 Case-6: If $F(x)=e^{a x} V$ then $y_{p}=e^{a x} \frac{1}{f(D+a)} V$

We have on successive differentiation by parts,
$D\left(e^{a x} V\right)=e^{a x} D V+a e^{a x} V=e^{a x}(D+a) V$
$D^{2}\left(e^{a x} V\right)=e^{a x} D^{2} V+a e^{a x} V+a^{2} e^{a x} V+a e^{a x} D V$
$=e^{a x}\left(D^{2}+2 a D+a^{2}\right) V=e^{a x}(D+a)^{2} V$
Similarly, $D^{3}\left(e^{a x} V\right)=e^{a x}(D+a)^{3} V$
And $D^{n}\left(e^{a x} V\right)=e^{a x}(D+a)^{n} V$
Therefore $f(D)\left(e^{a x} V\right)=e^{a x} f(D+a) V$
Taking the inverse operators, we have
$\frac{1}{f(D)}\left(e^{a x} V\right)=e^{a x} \frac{1}{f(D+a)} V$
Thus we find that operator $\frac{1}{f(D)}$ on $\left(e^{a x} V\right)$ is equivalent to $\frac{1}{f(D+a)}$ on V taking $e^{a x}$ outside. Therefore in practice take out $e^{a x}$ and put $D+a$ in place of $D$ and then find $\frac{1}{f(D+a)}$ as usual.

## 5. An Initial-Value Problem:

The value of Initial problem, corresponding to the problem of determinationintegration constants of from the general solution of DE , replacing the variables in the solution and the derivatives of the solution by the given corresponding initial values and to solve the resulting equation for the required constant.

## Example:

$\frac{d^{2} y}{d x^{2}}-7 \frac{d y}{d x}+12 y=0$ Where $y(0)=1$ and $y^{\prime}(0)=6$
The auxiliary equation is
$m^{2}-7 m+12=0$
$\operatorname{Or}(m-3)(m-4)=0$
$m=3,4$

The roots are real and distinct. Thus $e^{4 x}$ and $e^{3 x}$ the solutions we have obtained are valid, and it is possible to express the complementary solution in the following manner:
$y=c_{1} e^{4 x}+c_{2} e^{3 x}$
Where $C_{1}$ and $C_{2}$ are arbitrary constant.
From this we find
$\frac{d y}{d x}=4 c_{1} e^{4 x}+3 c_{2} e^{3 x}$
We implement the initial conditions. Implementing condition $y(0)=1$ to equation (3.4) and $y^{\prime}(0)=6$ to equation (3.5) we find
$c_{1}+c_{2}=1 ; \quad 4 c_{1}+3 c_{2}=6$
Solve this we find, $c_{1}=6$ and $c_{2}=-5$
Replacing $c_{1}$ and $c_{2}$ in Equation (3.4) we get, $y=6 e^{4 x}-5 e^{3 x}$

## 6. Variation of Parameters

We consider the non-homogeneous differential equation

$$
\begin{equation*}
a_{0}(x) \frac{d^{2} y}{d x^{2}}+a_{1}(x) \frac{d y}{d x}+a_{2}(x) y=F(x) \tag{6}
\end{equation*}
$$

Assuming that $y_{1}$ and $y_{2}$ are solutions to the related homogeneous equation and are linearly independent,
$a_{0}(x) \frac{d^{2} y}{d x^{2}}+a_{1}(x) \frac{d y}{d x}+a_{2}(x) y=0$
Then we will determine the complementary function of Equation (7) is,
$c_{1} y_{1}(x)+c_{2} y_{2}(x)$
Suppose that the differential equation (7) has two linearly independent solutions $y_{1}$ and $y_{2}$. Let $c_{1}$ and $c_{2}$ be arbitrary constants. The method of variation of parameters involves replacing these constants in the complementary function with functions $V$ and $\nu_{2}$ respectively. Thus, the function that is defined by the following expression will be obtained

$$
\begin{equation*}
v_{1}(x) y_{1}(x)+v_{2}(x) y_{2}(x) \tag{8}
\end{equation*}
$$

The method of variation of parameters involves finding a particular integral of Equation (6), which gives rise to its name. To satisfy the condition that (8) is a solution of (6), we can use the two functions $v_{1}$ and $v_{2}$. However, since we have two functions but only one condition, we have the freedom to impose a second condition, as long as it does not contradict the first one. As we continue, we will explore when and how to impose this additional condition.
We begin by assuming a solution of the form (8), and then write:

$$
\begin{equation*}
y_{p}(x)=v_{1}(x) y_{1}(x)+v_{2}(x) y_{2}(x) \tag{9}
\end{equation*}
$$

Taking the derivative of (8), we acquire
$y_{p}^{\prime}(x)=v_{1}(x) y_{1}^{\prime}(x)+v_{2}(x) y_{2}^{\prime}(x)+$
$v_{1}^{\prime}(x) y_{1}(x)+v_{2}^{\prime}(x) y_{2}(x)$

We will denote differentiations using primes. At this stage, we will apply the second condition mentioned earlier, which simplifies the equation $y_{p}^{\prime}$ by requiring that

$$
\begin{equation*}
v_{1}^{\prime}(x) y_{1}(x)+v_{2}^{\prime}(x) y_{2}(x)=0 \tag{11}
\end{equation*}
$$

With this criteria imposed, (3.4.5) cuts down to

$$
\begin{equation*}
y_{p}^{\prime}(x)=v_{1}(x) y_{1}^{\prime}(x)+v_{2}(x) y_{2}^{\prime}(x) \tag{12}
\end{equation*}
$$

Now deriving (12), we acquire
$y_{p}^{\prime \prime}(x)=v_{1}(x) y_{1}^{\prime \prime}(x)+v_{2}(x) y_{2}^{\prime \prime}(x)$
$+v_{1}^{\prime}(x) y_{1}^{\prime}(x)+v_{2}^{\prime}(x) y_{2}^{\prime}(x)$
We impose the basic criteria that (9) be a Equations solution (6). Thus we switch (9), (12), and (13) for $\mathrm{y}, \frac{d y}{d x}$ and $\frac{d^{2} y}{d x^{2}}$ respectively, in Equation (6) and acquire the identity.
It is possible to express this as
$v_{1}(x)\left[a_{0}(x) y_{1}^{\prime \prime}(x)+a_{1}(x) y_{1}^{\prime}(x)+a_{2}(x) y_{1}(x)\right]+v_{2}(x)\left[\mathrm{a}_{0}(x) y_{2}^{\prime \prime}(x)+\right.$
$\left.a_{1}(x) y_{2}^{\prime}(x)+a_{2}(x) y_{2}(x)\right] a_{0}(x)\left[v_{1}^{\prime}(x) y_{1}^{\prime}(x)+v_{2}^{\prime}(x) y_{2}^{\prime}(x)\right]=F(x)$

As both $y_{1}$ and $y_{2}$ are solutions of the related homogeneous differential equation (7), the terms within the first two brackets in equation (14) are equal to zero. Consequently, only the remaining terms are relevant.

$$
\begin{equation*}
v_{1}^{\prime}(x) y_{1}^{\prime}(x)+v_{2}^{\prime}(x) y_{2}^{\prime}(x)=\frac{F(x)}{a_{0}(x)} \tag{15}
\end{equation*}
$$

The system of equations demands that the functions are selected in accordance with the two imposed conditions, $v_{1}$, and $v_{2}$ which is precisely what the basic condition necessitates.
$y_{1}(x) v_{1}^{\prime}(x)+y_{2}(x) v_{2}^{\prime}(x)=0$
$y_{1}^{\prime}(x) v_{1}^{\prime}(x)+y_{2}^{\prime}(x) v_{2}^{\prime}(x)=\frac{F(x)}{a_{0}(x)}$
The system is deemed satisfied, precisely when the determinant of its coefficients is

$$
w\left[y_{1}(x), y_{2}(x)\right]=\left|\begin{array}{ll}
y_{1}(x) & y_{2}(x) \\
y_{1}^{\prime}(x) & y_{2}^{\prime}(x)
\end{array}\right|
$$

Since $y_{1}(x)$ and $y_{2}$ are linearly independent method of the corresponding homogeneous DE (4), we know that $w\left[y_{1}(x), y_{2}(x)\right] \neq 0$. Hence the method has a unique solution. Having established this, we can proceed to solve the system and obtain the solution.
$v_{1}^{\prime}(x)=\frac{\left|\begin{array}{ll}0 & y_{2}(x) \\ \frac{F(x)}{a_{0}(x)} & y_{2}^{\prime}(x)\end{array}\right|}{\left|\begin{array}{ll}y_{1}(x) & y_{2}(x) \\ y_{1}^{\prime}(x) & y_{2}^{\prime}(x)\end{array}\right|}=-\frac{F(x) y_{1}(x)}{a_{0}(x) w\left[y_{1}(x), y_{2}(x)\right]}$
$v_{2}^{\prime}(x)=\frac{\left|\begin{array}{cc}y_{1}(x) & 0 \\ y_{1}^{\prime}(x) & \frac{F(x)}{a_{0}(x)}\end{array}\right|}{\left|\begin{array}{ll}y_{1}(x) & y_{2}(x) \\ y_{1}^{\prime}(x) & y_{2}^{\prime}(x)\end{array}\right|}=-\frac{F(x) y_{2}(x)}{a_{0}(x) w\left[y_{1}(x), y_{2}(x)\right]}$
Thus we acquire the functions $v_{1}$ and $v_{2}$ specified by
$v_{1}=\int_{x} \frac{F(t) y_{2}(t) d t}{a_{0}(t) w\left[y_{1}(t), y_{2}(t)\right]}$
$v_{2}=\int_{x} \frac{F(t) y_{1}(t) d t}{a_{0}(t) w\left[y_{1}(t), y_{2}(t)\right]}$
Therefore a unique integral $y_{p}$ of Equation (6) is specified by $y_{p}(x)=v_{1}(x) y_{1}(x)+v_{2}(x) y_{2}(x)$

## Examples:

$\frac{d^{2} y}{d x^{2}}+y=\tan x$
The supporting function is specified by $y_{c}(x)=c_{1} \sin x+c_{2} \cos x$
We assume
$y_{p}(x)=v_{1}(x) \sin x+v_{2}(x) \cos x$
The functions $v_{1}$ and $v_{2}$ will be determined in such a way that it becomes a particular solution of the differential equation (16). Subsequently, we can proceed with the following steps.
$y_{p}^{\prime}(x)=v_{1}(x) \cos x-v_{2}(x) \sin x+v_{1}^{\prime}(x) \sin x+v_{2}^{\prime}(x) \cos x$
We impose the condition
$v_{1}^{\prime}(x) \sin x+v_{2}^{\prime}(x) \cos x=0$
Leaving $\quad y_{p}^{\prime}(x)=v_{1}(x) \cos x-v_{2}(x) \sin x$
From this

$$
\begin{equation*}
y_{p}^{\prime \prime}(x)=-v_{1}(x) \sin x-v_{2}(x) \cos x+v_{1}^{\prime}(x) \cos x-v_{2}^{\prime}(x) \sin x \tag{17}
\end{equation*}
$$

Substituting (17) and (18) we obtain
$v_{1}^{\prime}(x) \cos x-v_{2}^{\prime}(x) \sin x=\tan x$
From the given information, we can derive two equations, namely (17) and (19), which we can use to calculate the values of $v_{1}^{\prime}(x)$ and $v_{2}^{\prime}(x)$.
$v_{1}^{\prime}(x) \sin x+v_{2}^{\prime}(x) \cos x=0$

$$
v_{1}^{\prime}(x) \sin x-v_{2}^{\prime}(x) \cos x=\tan x
$$

Solving we find

$$
\begin{aligned}
& v_{1}^{\prime}(x)=\frac{\left|\begin{array}{ll}
0 & \cos x \\
\tan x & -\sin x
\end{array}\right|}{\left|\begin{array}{ll}
\sin x & \cos x \\
\cos x & -\sin x
\end{array}\right|}=\frac{-\cos x \tan x}{-1}=\sin x \\
& v_{2}^{\prime}(x)=\frac{\left|\begin{array}{ll}
\sin x & 0 \\
\cos x & \tan x
\end{array}\right|}{\left|\begin{array}{ll}
\sin x & \cos x \\
\cos x & -\sin x
\end{array}\right|}=\frac{\sin x \tan x}{-1}=\frac{-\sin ^{2} x}{\cos x}
\end{aligned}
$$

Integrating we find

$$
v_{1}(x)=-\cos x+c_{3}, v_{2}(x)=\sin x-\ln |\sec x+\tan x|+c_{4}
$$

Substituting (20) into (16) we have

$$
\begin{aligned}
y_{p}(x) & =\left(-\cos x+c_{3}\right) \sin x+\left(\sin x-\ln |\sec x+\tan x|+c_{4}\right) \cos x \\
& =c_{3} \sin x+c_{4} \cos x-(\cos x)(\ln |\sec x+\tan x|)
\end{aligned}
$$

As a particular integral is a solution that doesn't involve arbitrary constants, we have the freedom to assign any specific values to A and B for $c_{3}$ and $c_{4}$, respectively. This will result in the particular integral.
$A \sin x+B \cos x-(\cos x)(\ln |\sec x+\tan x|)$
Thus $y=y_{c}+y_{p}$ becomes,
$y=c_{1} \sin x+c_{2} \cos x+A \sin x+B \cos x-(\cos x)(\ln |\sec x+\tan x|)$
Which we may write as
$y=C_{1} \sin x+C_{2} \cos x+\sin x+\cos x-(\cos x)(\ln |\sec x+\tan x|)$ Where,
$C_{1}=c_{1}+A C_{2}=c_{2}+B$
The above expression represents the solution of the differential equation in its most general form.

## 7. Conclusion and Future Scope

In conclusion, the solution of $2^{\text {nd }}$ order ODE with constant coefficients is an important topic in mathematics, physics, and engineering. This class of equations arises in various fields of study and has a wide range of applications in physical systems. In this article, we have provided a comprehensive and detailed overview of the methods used to solve these equations, including the characteristic equation and its roots, and the three possible cases of distinct and real roots, complex conjugate roots, and repeated roots. We have also highlighted the physical interpretations and applications of the solutions in analyzing and predicting the behavior of physical systems. This article satisfies as a valuable reference for researchers and students interested in this topic and can be used as a guide for solving problems in related fields.
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