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Abstract—Sample size plays a vital role in any research as very less sample and very large sample may lead to false 

conclusions. There are many formulas available for the calculation of sample size according to the design of the study or/and 

statistical tool. These formulas generally give a minimum sample size but not provide solution for finding the required upper 

limit. Studies which include large sample give estimates with higher precision but may lead to large sample fallacy with 

statistical significance even for insignificant effects. This paper aimed to develop a formula for optimum sample size in the 

context of cross sectional study design. Pattern of changes in the results at minimum, optimum, large and extreme large sample 

size is discussed. Also we compare the result of cross sectional study with the result of a case control study. This study 

observed that an additional factor (m-factor) to be multiplied with the existing formula, that gives an optimum large sample in 

a cross-sectional study. The m-factor is a function of Zα and Zβ. 
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I.  INTRODUCTION  

Statistical methods have greater application in conduct of a 

research from the stage of planning through designing, 

collecting, analysing and interpretation of data.  One of the 

important and challenging steps in a research is the 

determination of sample size (n). If the sample size is 

inadequate, results cannot be generalized to the whole 

population. Calculation of sample size is mainly depends 

upon the objective of the research and design of the study. 

Various formulas are derived for determining sample size in 

accordance with the design of the study which is descriptive 

or analytic [1-2]. Analytical studies are broadly classified 

into observational and experimental studies [3-4]. Therefore, 

calculation of sample size also changes according to different 

types of study designs such as cross-sectional study, case-

control study, cohort study, intervention study, studies 

involving animals and so on [5-7].  

Cross sectional study is one of the observational studies that 

produces descriptive results and helps to generate a 

hypothesis for further research. The purpose of conducting 

cross sectional study is to describe the characteristics of a 

population with descriptive statistics. The design is suitable 

to estimate the prevalence of an outcome/exposure and hence 

can be used as a baseline for other type of extensive studies 

[8]. In current practice, test of hypothesis is performed in 

cross sectional studies for comparing the groups and thereby 

to generate and strengthen the hypothesis. It tests the 

hypothesis about exposure and outcome relationships with a 

measure “Prevalence Odds Ratio (OR)”. OR can be tested for 

its statistical significance with the help of suitable inferential 

techniques [9]. According to the variable type, a regression 

model can be used to test the significance of exposure effect 

on the outcome variable. Since cross sectional studies focus 

on the objectives such as estimating prevalence and further 

finding associated factors of the outcome variable, sample 

size should be calculated in such a way that to achieve both 

these study objectives. Generally in cross sectional studies, 

sample size can be calculated with proportion of the 

outcome, level of significance and the margin of error (L). 

Since cross sectional studies at existing sample size are not 

that powerful to test a hypothesis for valid inferences, larger 

samples are required to provide statistically valid and reliable 

research conclusions about the null hypothesis.  But, if the 

number of study subjects is beyond a particular level, the 

statistical test results lead to fallacious conclusions [10-11]. 

At larger samples, statistical tests are more likely to identify 

important as well as unimportant smaller differences as 

significant [12]. 

Research objectives are also important factors in choosing 

appropriate formula for sample size calculation. Generally, 

objectives of the study are converted to measurable 

hypotheses and sample size formulas are derived according 

to the type of statistical tests used to prove or disprove this 

http://www.isroset.org/


  Int. J. Sci. Res. in Mathematical and Statistical Sciences                                                     Vol. 6(1),  2019, ISSN: 2348-4519 

  © 2019, IJSRMSS All Rights Reserved                                                                                                                                    123 

hypothesis. In other words, sample size calculation is 

performed according to the different objectives such as 

estimating population parameters [13] or testing of 

hypothesis such as equality of means, proportions, 

coefficient of correlation/regression etc [14-16]. In relation to 

this, the main factors to be considered while calculating 

sample size are Type I error (α), Type II error (β), Power (1-

β), Confidence level, Standard Deviation and the effect size 

[17-18]. A study should have at least 80% power to detect 

the real effect [19]. Implies, sample size should be increased 

to get an increased power of 80% and above. Since it is 

difficult to identify minor clinically significant differences at 

small samples, a larger sample size is required if difference 

in the groups is small. The sample size calculated using any 

formula gives the minimum number of samples which is 

required to conduct a study; the size can be chosen more than 

this minimum, but not less. Even then, the calculated sample 

size is often compromised, looking into feasibilities such as 

funds available for the research, study period and availability 

of the samples [20].  

A study with high power indicates high chance of detecting a 

real exposure effect [21]. A larger sample is required for 

getting a higher power [22]. When the sample size formula 

includes power term, size of samples will get larger 

compared to the size obtained at the existing formula. At this 

optimal ‘n’, means or proportions can be estimated in cross 

sectional studies and estimates can be compared among 

exposed & non-exposed groups for finding association.  As a 

part of ensuring sample representativeness and drawing valid 

test results, power term (Zβ) to be included in the in the 

sample size formula which helps to obtain adequate sample 

size [23-24].  

There are many formulas derived for the calculation of 

sample size, specifically for estimation of parameters and test 

of hypothesis [25-26]. This paper discusses in section II 

about finding an adequate sample size for estimation of 

prevalence and test of association in cross sectional studies. 

Further optimum sample size formula is derived with ‘m-

factor’ in section III, with which statistical test results leads 

to reasonably valid conclusion. In Section IV, optimum 

sample size and degree of risk is calculated on a real dataset 

for cross sectional study as well as case control study. The 

statistical significance of OR at various samples is discussed 

in section V and conclusive statements are given in section 

VI. In summary, this optimum sample size will help to avoid 

the chances of large sample fallacies to an extent and reduces 

the cost incurred for the study due to selection of 

unnecessary larger samples.  In this context, the paper 

compares the pattern of changes in statistical test results 

(significant/Non Significant) in terms of p values at 

minimum, optimal and larger samples.   

  

II. SAMPLE SIZE CALCULATION IN CROSS SECTIONAL 

STUDY – EXISTING METHOD AND PROPOSED METHOD 

The existing formula of minimum sample size in cross-

sectional study for a binary exposure includes Z value (Zα), 

variance and margin of error. The formula for estimating 

proportion [27-31] is                               

n =   -------- (1) 

Where p is the Expected population proportion based on 

previous studies/pilot studies and q= 1 – p. L is the Margin of 

Error (absolute measure of error or relative precision which 

can be considered up to 10%), Z is the standard normal 

variate at the chosen level of significance 

Statistically, the above mentioned formula is appropriate for 

sample size calculation in estimating prevalence, but not 

adequate enough for testing a hypothesis.  

If no test of hypothesis is involved, the existing formula 

gives adequate sample size to conduct a cross sectional 

study. If the cross sectional study is aimed at testing the 

significance of association, the above formula does not give 

sufficient samples to generate powerful inferential test 

results. In order to achieve adequate samples power of the 

test to be incorporated in the sample size formula. Since type 

II error is the factor that detects false negative differences, 

Power has greater role in testing of a hypothesis which helps 

to accept/reject the null hypothesis accurately. If power is not 

included in the sample size formula, an adequate number of 

samples will not be reflected on the selected sample to test a 

hypothesis. Lack of power in test of prevalence among 

exposure or non-exposure group may have further impact in 

finding other determinants of the outcome variable. The 

formula which lack power leads to the risk factors of the 

disease that may not be the real risk factors.  Implies, the test 

of association to find the exposure effect is valid when 

sample is adequate and representative. Though the sampling 

technique has major role in ensuring selection of 

representative sample, sample size and test of sample 

representativeness are also important steps for accurate 

reflection of the population in the selected sample
. 

With 

reference to this, an adequate sample size formula is 

suggested in cross sectional studies and the formula is 

derived from the definition of type I error. 

Type I error, α = probabilty of rejecting null hypothesis (H0) 

when null hypothesis is true. Null hypothesis is rejecting 

when the value of the test statistic value is greater than the 

critical value (cv). This can be expressed in the notation as 

follows, 

α = P(X≥cv/H0) = 1 - P(X≤cv/H0) 
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   = 1 – P(  ≤ )    (by standerdization)  

   = 1 – F (  = F (       since 1-F(x) = F(-x) 

Zα =     

Therefore critical value, cv = µ0 - Zασ  ………………(2) 

A researcher invests a fair amount of money, time and 

resources for entire conduct of the study based on a sample 

and therefore power analysis should be reflected on the 

sample size formula to get valid results. Power calculation 

helps to seek evidence against the null hypothesis and gives 

proper generalization of sample results to the population. In 

the below session, power formula is derived to incorporate in 

the sample size formula for drawing valid conclusions. 

Power = 1-β = Probability of rejecting null hypothesis (H0) 

when the alternative hypothesis (H1) is true. This statement 

can be notated as follows, 

1-β  = P(X≥cv/H1)  

 = 1 - P(X≤cv/H1)  

 = 1 - P( /H1)               

(by standerdization)  

 = 1 - P( /H1)     

 (by substituting equation 2,  cv = µ0 - Zασ) 

 = 1 – F (   

1-β = F (Zα - )               since 1-F(x) = F(-x) 

β = 1 - F (Zα - )  =  F (                  

Zβ  =       

Zα+ Zβ  =  

  =     …………………………….(3) 

If X1, X2….Xn follows Normal distribution N (µ,σ), then the 

test statistic X’ = /n follows normal distribution N(µ, 

σ/ ).  

Z =  follows N (0,1) 

Implies when testing mean in normal data, SD is σ/  and 

therefore σ in equation (3) can be replaced by σ/ . 

  =  =                   

Squaring both sides to solve for sample size n, is the number 

of subjects needed for a attaining a power of 1-β to detect a 

significant difference.  

n = σ
2
 

2
  

therefore, sample size for testing mean for a continious 

variable is n = σ
2
 

2  
……………………(4) 

Similarly for testing proportion in a binomial data,  

If y1, y2…yn are n independent binary outcomes with 

probability of success p, then ‘p’ follows N (p, ) and 

equation 3 becomes, 

 

  =  =           (By replacing σn by )      

n = pq 
2 
  

Hence sample size for testing proportion for a binary variable 

in single sample test is 

n = pq 
2 
   ………(5) 

III. A FACTOR FOR OPTIMUM LARGE SAMPLE SIZE IN 

CROSS SECTIONAL STUDIES 

Relevant In cross sectional studies, minimum Sample size for 

estimation of population parameters is  

n =    (as in equation 1) 

                     =     …..… (6) 

In cross sectional study, basically the researcher is dealing 

with one sample. Objective of the cross sectional study is to 

find the prevalence and comparison of proportion of the 

outcome across exposed and non-exposed group, to 

strengthen a related hypothesis. The design includes selection 

of one sample during data collection and later while 

analyzing the data, the sample is classified into exposed/non-

exposed and diseased/non-diseased. Implies, it is a study 

with one sample. The effect size in this scenario is the 

difference between proportion of diseased and non-diseased. 
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This difference is logically equivalent to the margin of error 

that indicates shift from the proportion of referenced group.  

Therefore, adequate sample size for testing a hypothesis of 

proportion in one sample design (equation 5) can be written 

as,  

n =   =       ….. (7) 

 

Equation (7) gives a larger sample compared to the existing 

method provided in equation (1) 

In this context, Equation (1) & (7) can be expressed in the 

following inequality,  

 

    <      

             <     ……….. (8) 

 

Replacing   of the inequality (8) by    of equation (6) 

Then inequality (8) becomes, 

 

         <    

        n <    

Implies, n <          

              n < m (  ) where m=  

 

Compared to the existing method, a larger sample size can be 

obtained by n = m (  ) ….. (9)  

which can be considered as optimal maximum sample size 

by the inclusion of power in the formula. 

 

Equation (1) is the existing method for calculating sample 

size in a cross sectional study for finding the prevalence. 

Researchers are using the same sample size if they are also 

interested in testing the significance of disease rate among 

exposed and non-exposed. But compared to existing method, 

equation (9) gives an adequate optimum number of samples 

to detect an effect as it includes power term in the formula. 

Since two sample proportion test and an association test has 

similar effect [32-33], proposed formula (equation 9) can be 

used to achieve both the objectives of a cross sectional study. 

Thereby hypothesis can be strengthened to conduct further 

extended studies aiming at proving of the hypothesis.  

Additional factor (m) included in equation (9), ultimately 

gives higher samples for better precision of the estimates and 

mitigates the chance of large sample fallacy to an extent. In 

the upcoming part, sample size by the proposed method is 

proved as an adequate optimum ‘n’ for conducting a cross 

sectional study. 

IV. CALCULATION OF OPTIMUM SAMPLE SIZE –

APPLICATION ON A REAL DATA SET 

Considering a large-scale, multi-round survey [34] called 

National Family Health Survey (NFHS) conducted during 

the year 2015, under the stewardship of the Ministry of 

Health and Family Welfare, Government of India (DHS 

2015). For this study, samples are collected from the 

households throughout the states of India.  

Minimum sample size and an adequate larger sample are 

calculated for a cross sectional study based on this real data 

that includes binary outcome variable ‘Anemia’. If the 

objective is to find the prevalence and determinants of 

Anemia, minimum sample size can be calculated based on 

level of significance, margin of error and proportion of 

disease that can be identified from a previous study/pilot 

study. Based on the proportion of Anemia (p) from NFHS of 

2015, minimum sample size is calculated for the selected 

states of India. And an optimum larger sample is also 

determined using the proposed method (m factor) for α level 

0.05 and Margin of error as 10% of the Prevalence. 

Compared to the existing method, sample size formula that 

includes power term (preferably above 80%) gives larger 

number of samples.  Results are presented in the table 1. 

Moreover adequate sample size is calculated for higher 

powers such as 1-β=0.90, 0.95, 0.99. In Table 2, values of ‘m 

factor’ are presented at different power. Six states of India 

are selected from NFHS dataset and ‘m’ factor is calculated 

at required power. Then optimal larger sample size is 

determined for corresponding values of ‘m’.  Zβ values for 

the power (1-β) 0.80, 0.90, 0.95, 0.99 are 0.84, 1.28, 1.65 and 

2.33 respectively. Accordingly, values of ‘m’ factor vary 

from 2.0, 2.7, 3.4 and 4.8. Minimum sample size required to 

conduct a cross sectional study is already calculated and 

presented in table 1 for α=5%, which is multiplied with the 

corresponding values of factor ‘m’ to determine the optimal 

larger ‘n’.  

 

 

 

 

 



  Int. J. Sci. Res. in Mathematical and Statistical Sciences                                                     Vol. 6(1),  2019, ISSN: 2348-4519 

  © 2019, IJSRMSS All Rights Reserved                                                                                                                                    126 

Table 1: Minimum Sample Size and adequate sample size in Cross Sectional Study at 80% power 

Selected States  

of India 

Proportion  

Anemic (p) 

L = 10% of p Minimum ‘n’ in 

 cross sectional study 

Adequate ‘n' in cross  

sectional study (1-β=.80) 

Kerala 0.35 0.035 713 1456 

Karnataka 0.46 0.046 451 920 

Maharashtra 0.46 0.046 451 920 

Delhi 0.53 0.053 341 696 

Uttar Pradesh 0.53 0.053 341 696 

Tamil Nadu 0.57 0.057 290 592 

 

Table 2: Adequate sample size in cross sectional study at various power values 

(at 1-β=0.80, 1-β=0.90, 1-β=0.95, 1-β=0.99 and α=5%) 

 

Power  

(1-β) 
Zβ 

m =  

(Zα+zβ)2 /Zα
2 

Kerala Karnataka & 

Maharashtra 

Delhi & Uttar 

Pradesh 

Tamil Nadu 

 p=35%, 

minimum sample 

size =713 

 p=46%, minimum 

sample size =451 

p=53%, 

minimum sample 

size =341) 

  p=57%, 

minimum sample 

size =290) 

Optimum ‘n' in Cross Sectional Study 

0.80 0.84 2.0 1456 920 696 592 

0.90 1.28 2.7 1948 1232 932 792 

0.95 1.65 3.4 2419 1530 1157 984 

0.99 2.33 4.8 3416 2161 1634 1389 

 

If 35% is considered as the outcome proportion (p) from the previous study (NFHS 2015), then around 720 (n=713) samples 

are minimum required to estimate the prevalence of anemia (for margin of error 4% & α level 5%). Since cross sectional 

studies use to find the exposure effect, sample size can be go up to 1460 (n=1456) subjects which may give a better 

representative sample and valid test results. The additional factor ‘m’ takes the values 2.04, 2.73, 3.39 & 4.79 for various 

power 80%, 90%, 95% & 99% respectively. An optimum larger sample is the ‘m’ times of the minimum sample size.  This 

gives an optimum size for sample, below which reliable conclusion from statistical testing procedures could be derived. If a 

researcher wanted to choose larger samples than the minimum required looking at better precision, they can collect a sample 

with size up to this optimum level. Above this level, chance of large sample fallacy is high. An attempt is done to prove this 

statement in table 3. 

Each subject is selected by Systematic sampling method. Odds Ratio and its statistical significance on the minimum, optimum, 

large and extreme large samples are presented in table No. 3. The tables 3.1 to 3.3, depict changes in the inferential test results 

at various samples. Minimum sample size required for conducting a case-control study is also calculated and presented in table 

4. Since exposure is considered as participant’s Wealth Index and outcome variable as Anemia, proportion of exposure (Not 

Rich Group/poor) is compared among anemic (p1) and non-anemic group (p2). In both case-control and cross sectional design, 

binary logistic regression model is used to estimate and test the significance of OR (OR is equal to 1 or not) (Table 5). 

V. STATISTICAL SIGNIFICANCE OF ODDS RATIO AT VARIOUS SAMPLE SIZE  

In Table 3.1; 3.2; 3.3, the results of simple binary logistic regression is presented in detail. Association found between 

participant’s wealth status and their anemic status. Anemic status of the study subjects is collected as severe, moderate, mild 

anemic and non-anemic.  Participants’ ‘wealth status’ (Poor, Middle & Rich) is assumed to be one of the exposure associated 

with Anemia. Based on this, a simple logistic regression model is created with exposure as ‘Wealth status’ and outcome as 

‘Anemia’. Results are given across three selected states of India. Minimum sample size and its optimum ‘n’ is already calculated 

and shown in table 1 & 2, at which association between participants’ wealth status and Anemia (Anemic cases includes severe, 

moderate & mild) is presented with percentage of anemic across the ‘’rich and not rich’ group. Here ‘non-rich group’ is the 

category that includes subjects of poor and middle class group. The degree of association is presented with OR and tested using 

simple logistic regression method. Statistical significance of OR is identified from ‘p’ values. Precision of OR is presented with 

Confidence Interval (CI). Precision of the estimates among various study designs (Case-control study & cross sectional study) 

are also assessed in terms of Confidence Interval of OR. The focus of this research was to identify the pattern of changes in the 

statistical test results at various samples in the context of cross sectional study design. In Table 3 & 5, degree of association (OR) 

is compared across sample sizes of cross sectional study and Case Control study.  
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Table 3: Odds Ratio and its statistical significance in cross sectional study at minimum, optimum, large and extreme large samples 

Table 3.1: Karnataka State 

Sample Size (n)  Wealth Index % Anemic %Not Anemic P value OR CI 

Lower Upper 

At Minimum ‘n’ (451) Not Rich 50.5% 49.5% 0.18 

(NS) 

1.3 0.88 1.96 

Rich 43.7% 56.3% 1 -- -- 

At adequate ‘n’ 

(2.04 x 451) 

Not Rich 47.7% 52.3% 0.93 

(NS) 

1.0 0.77 1.33 

Rich 47.4% 52.6% 1 -- -- 

At large ‘n’  

(2.5 x 451) 

Not Rich 45.4% 54.6% 0.05 

(p≤0.05) 

1.3 1.01 1.65 

Rich 39.4% 60.6% 1 -- -- 

At large ‘n’ 

(3 x 451) 

Not Rich 49.8% 50.2% 0.007 

(p≤0.01) 

1.4 1.09 1.72 

Rich 42.0% 58.0% 1 -- -- 

At large ‘n’ 

(3.5 x 451) 

Not Rich 49.9% 50.1% 0.03 

(p≤0.05) 

1.2 1.01 1.49 

Rich 44.7% 55.3% 1 -- -- 

At large ‘n’ 

(4 x 451) 

Not Rich 48.9% 51.1% 0.009 

(p≤0.01) 

1.3 1.07 1.56 

Rich 42.6% 57.4% 1 -- -- 

At large ‘n’ 

(4.5 x 451) 

Not Rich 47.7% 52.3% 0.008 

(p≤0.01) 

1.3 1.07 1.55 

Rich 41.5% 58.5% 1 -- -- 

At large ‘n’ 

(5 x 451) 

Not Rich 49.0% 51.0% 0.000 

(p≤0.001) 

1.4 1.16 1.64 

Rich 41.0% 59.0% 1 -- -- 

At Extreme large ‘n’ (NFHS-2015 data) Not Rich 46.9% 53.1% 0.000 

(p≤0.001) 

1.1 1.01 1.13 

Rich 45.4% 54.6% 1 -- -- 

 

 

Table 3.2: Tamil Nadu State 

Sample Size (n)  Wealth Index % Anemic % Not Anemic P value OR CI 

Lower Upper 

At Minimum ‘n’ 

(290) 

Not Rich 62.3% 37.7% 0.16 

(NS) 

1.4 0.88 2.25 

Rich 54.0% 46.0% 1 -- -- 

At adequate ‘n’ 

(2.04 x 290) 

Not Rich 58.6% 41.4% 0.28 

(NS) 

1.2 0.87 1.67 

Rich 54.2% 45.8% 1 -- -- 

At large ‘n’  

(2.5 x 290) 

Not Rich 59.3% 40.7% 0.03 

(p≤0.05) 

1.4 1.03 1.86 

Rich 51.3% 48.7% 1 -- -- 

At large ‘n’ 

(3 x 290) 

Not Rich 60.0% 40.0% 0.03 

(p≤0.05) 

1.3 1.03 1.76 

Rich 52.8% 47.2% 1 -- -- 

At large ‘n’ 

(3.5 x 290) 

Not Rich 60.9% 39.1% 0.001 

(p≤0.001) 

1.5 1.19 1.96 

Rich 50.5% 49.5% 1 -- -- 

At large ‘n’ 

(4 x 290) 

Not Rich 58.0% 42.0% 0.024 

(p≤0.05) 

1.3 1.04 1.64 

Rich 51.5% 48.5% 1 -- -- 

At large ‘n’ 

(4.5 x 290) 

Not Rich 58.0% 42.0% 0.029 

(p≤0.05) 

1.3 1.03 1.59 

Rich 52.0% 48.0% 1 -- -- 

At large ‘n’ 

(5 x 290) 

Not Rich 62.9% 37.1% 0.000 

(p≤0.001) 

1.5 1.19 1.83 

Rich 53.4% 46.6% 1 -- -- 

At Extreme large ‘n’ (NFHS-2015) Not Rich 59.5% 40.5% 0.000 

(p≤0.001) 
1.2 1.19 1.29 

Rich 54.2% 45.8% 1 -- -- 

 

 

Table 3.3: Kerala State 

Sample Size (n)  Wealth Index % Anemic % Not Anemic P value OR CI 

Lower Upper 

At Minimum ‘n’ 

(713) 

Not Rich 36.4% 63.6% 0.62 

(NS) 

1.1 0.74 1.64 

Rich 34.1% 65.9% 1 -- -- 

At adequate ‘n’ 
(2.04 x 713) 

Not Rich 37.5% 62.5% 0.43 
(NS) 

1.1 0.85 1.48 

Rich 34.9% 65.1% 1 -- -- 

At large ‘n’  

(2.5 x 713) 

Not Rich 36.5% 63.5% 0.24 

(NS) 

1.2 0.91 1.49 

Rich 33.1% 66.9% 1 -- -- 

At large ‘n’ 

(3 x 713) 

Not Rich 37.9% 62.1% 0.11 

(NS) 

1.2 0.96 1.51 

Rich 33.7% 66.3% 1 -- -- 
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At large ‘n’ 

(3.5 x 713) 

Not Rich 37.9% 62.1% 0.11 

(NS)  

1.2 0.97 1.42 

Rich 34.3% 65.7% 1 -- -- 

At large ‘n’ 
(4 x 713) 

Not Rich 38.4% 61.6% 0.05 
(p≤0.05) 

1.2 1.01 1.49 

Rich 33.8% 66.2% 1 -- -- 

At large ‘n’ 

(4.5 x 713) 

Not Rich 37.7% 62.3% 0.02 

(p≤0.05) 

1.3 1.04 1.50 

Rich 32.6% 67.4% 1 -- -- 

At large ‘n’ 

(5 x 713) 

Not Rich 38.4% 61.6% 0.01 

(p≤0.05) 

1.2 1.04 1.48 

Rich 33.4% 66.6% 1 -- -- 

At Extreme large ‘n’ (NFHS-2015) Not Rich 37.0% 63.0% 0.003 
(p≤0.01) 

1.1 1.04 1.24 

Rich 34.1% 65.9% 1 -- -- 

 

Table 4: Sample Size for conducting Case-Control Study 

States P1 P2 No. of cases for case-control study  
No. of controls to cases (1:2) 

No. of controls to cases (1:3) 

Kerala 0.182 0.202 3949 7898 11848 

Tamil Nadu 0.496 0.55 894 1788 2683 

Karnataka 0.621 0.654 1962 3924 5886 

Larger samples are required if difference between the exposure rates is minute  

  

 

Table 5: Risk Estimation (OR) in Case-Control Study 

 

Type of  

Study 

States of India Wealth Index Not Rich Rich p value OR CI 

No. % No. % Lower Upper 

C
as

e-

C
o
n

tr
o

l 

S
tu

d
y
 

Karnataka (1962:5886) 

(1:3 ratio) 

Anemic 1269 64.7 693 35.3 0.30 

(NS) 
1.0 0.94 1.16 

Not Anemic 3733 63.4 2153 36.6 1 -- -- 

Tamil Nadu (894:2683) 
(1:3 ratio) 

Anemic 1121 54.9 921 45.1 
 

≤0.01 
1.2 1.08 1.41 

Not Anemic 749 49.7 758 50.3 1 -- -- 

 

Many trials were generated for various samples and at 

different states of NFHS data. The findings resulted from 

Simple Binary logistic Regression are listed below,  

 Large sample fallacy is evident in p-values for increasing 

samples. As sample size increases, p values decreases 

and therefore small effects are detected as statistically 

significant. 

 OR is almost same at minimum ‘n’, optimum ‘n’ and 

large ‘n’. Specifically, OR obtained at optimum ‘n’ 

(proposed method) is equal or more close to the OR 

obtained at extreme large sample of NFHS which can be 

considered as a population estimate. Compared to 

existing method, sample estimate calculated based on the 

proposed method is more likely to be the true estimate.  

 

Moreover, OR obtained at proposed sample size of cross 

sectional study is same as that of case-control study. As 

cross sectional study & case-control study aiming at 

associated factors of outcome variable, similarity in OR 

at optimum sample size of cross sectional design and 

minimum sample size of case control design shows that 

proposed method is effective in finding exposure effect; 

this finding is ensured specifically when the presence of 

exposure comes first. Though small difference in 

exposure rates shows statistical significance in case 

control study, these subtle effects are not turned to be 

statistically significant in cross sectional study. 

 From minimum to its optimum sample size (n1, n2) of 

cross sectional study, p values of table 3 shows ‘effects 

are not statistically significant (OR=1)’. But at larger 

samples (>n2), the same OR turned to be statistically 

significant when tested for OR=1 against OR≠ 1. 

Implies, the same effect gets as statistically significant 

for larger samples. In the case of Kerala state, difference 

in the proportion of anemia among rich and non-rich 

group is small compared to that of other states. Therefore 

the statistical significance of OR among Kerala cohort is 

identified at larger samples.  It is due to small effect size. 

If the effect size is less, larger samples are required to 

detect these smaller effects. This shows effect size has an 

important role in determining the limit of the optimum 

sample size and its effect will be studied in further 

extended studies.  

 Consistent Pattern of change in CI (CI becoming 

stringent) observed within the optimum sample size 

interval (n1, n2).  Compared to existing method, stringent 

Confidence Interval for the Odds Ratio is observed at the 

proposed sample size. Implies, more précised results are 

available at optimum sample size compared to existing 

method of cross sectional study. CI is more stringent at 

sample size of case control study, though it is obvious 

when samples getting larger. 
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 Overall, measure of exposure effect is almost same at 

various sample sizes with any study designs. Mainly 

statistical test results are misleading for larger samples. 

Therefore determination of optimum sample size has 

great role in any kind of studies. 

VI. CONCLUSION  

 

This research proposed a formula for an optimum large 

sample when a study uses a cross sectional design; the 

formula for calculation of optimum ‘n’ includes power term 

and produces a better large sample. The estimation showed 

that estimates are almost same irrespective of the sample size, 

but optimum sample size produces the sample estimates 

which are close to population estimates. Large sample may 

mislead the statistical test results and therefore the proposed 

method is beneficial to fix an optimum sample size in cross 

sectional studies. An extended research is in progress for 

fixing an optimum sample size (n) for linear regression 

coefficient in a cross sectional study. 
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