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Abstract— In this paper, two regression models predicting a circular response from a circular predictor are discussed and a 

new measure for model comparison is introduced. A circular observation is the one which arises in terms of angles. In the first 

model, the expected value of the response is modeled in terms of Fourier series expansion of the circular predictor whereas the 

second model consists in minimizing the least circular distance (LCD) between the actual and predicted values of the response. 

The application of the regression models is exhibited through a data set on wind directions, measured during morning and 

evening at Silchar Meteorological observatory, Assam, in the Post Monsoon season, wherein the wind direction measured 

during the evening is modeled as a function of the wind direction measured during the morning. It is found that the wind 

direction during the evening is not changing significantly with respect to that during the morning. Also, the proposed measure 

for model comparison shows that the conditional regression model is a better fitting comparison to the LCD regression model. 
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I. INTRODUCTION 

A researcher may often come across bivariate (or 

multivariate) data where it becomes important to study the 

inter-relationship between some or all the variables involved 

in the data set. This purpose can be served through the 

correlation and regression analysis of the data. Often, there 

arise situations where both the explanatory variable and the 

response variable are circular in nature. For example, a 

biologist may be interested in observing the direction from 

which the birds come as well as the direction of their return 

and study for any possible association between them or 

model the direction of their return as a function of the 

direction of their arrival [1]. Here, both the directions are 

measured in terms of angles and so, they are circular random 

variables (r.v). A circular r.v is the one which arise in terms 

of angles, is periodic in nature and takes values in the 

interval (0, 2π). A circular observation is represented as a 

point on the circumference of the unit circle [2]. Since the 

mathematical treatment required for a circular r.v is different 

from that required for a linear r.v [3], the regression model 

for formulating a circular response as a function of a circular 

explanatory variable is different from the usual regression 

models involving linear response and covariates. By linear 

r.v, is meant the variable which takes values on the real line 

or any subset of it. For example, [4] applied a regression 

model to predict the direction of earthquake displacement in 

terms of the direction of steepest descent. Also, [5] expressed 

the regression curve in the form of a Möbius transformation 

and applied it to data on wind direction and circadian 

rhythms. [6] regressed a circular response on circular 

predictor by expressing the regression curve as a form of 

Möbius circle transformation, where the angular error was 

Wrapped Cauchy distributed. 

In this paper, two regression models involving a circular 

response variable and a circular predictor, termed as circular-

circular regression model, are discussed and a statistical 

measure for comparing the goodness-of-fit of the two 

regression models is proposed. Finally, the two models are 

applied to a data set of wind directions measured during 

morning and evening at a meteorological station 

(observatory) located in Assam, India. The paper is 

organized as follows- Section I contains the introduction to 

circular random variable, circular regression models and a 

brief review of the literature on circular regression; Section II 

gives an account of the circular-circular regression models, 

the newly proposed model comparison measure and other 

related measures, data set used for showing application; 

Section III contains the results obtained on the basis of the 

data set considered and the discussion of the results; Section 

IV concludes the research work done in the paper with 

mention of the limitations and future scope of the same. 

 

http://www.isroset.org/
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I. MATERIALS AND METHODS 

This section gives an account of the two regression models 

for modeling a circular response as a function of a circular 

explanatory variable (i.e. circular-circular regression 

models) and introduces a statistical measure for comparing 

the goodness-of-fit of the two models. 

II.1 Circular-Circular regression based on the conditional 

expectation of one circular variable given another 

 

In this regression model [7], the first trigonometric 

moment of the circular response variable, say , is 

conditional on the circular explanatory variable, say . The 

conditional expectation of the vector 

  sincos i given  is 
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Evidently,    represents the mean direction of 

  sincos i  given  and    denotes its 

concentration towards    [1]. Therefore,  
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Where arctan
* 

(.) represents the quadrant specific inverse 

of the tangent.  

Estimation of  requires estimation of  1g  and  2g  

from the data. In the absence of specifications about their 

structure, they are approximated by their Fourier series 

expansions. Thus, the estimates of  1g  and  2g  are 

       

   




m

k

kk kBkAg

0

1 sincos 

   




m

k

kk kDkCg

0

2 sincos 

 
 
 

 
 

         (3) 

Or 

                 

 




m

k

kk kBkA

0

1sincoscos 

  2

0

sincossin  


m

k

kk kDkC

 
 
 

 
 

       (4)  

where  21,  is the error vector with zero mean and 

unknown covariance matrix. The unknown constants 

  mkDCBA kkkk ,...,2,1,0,,,,  are estimated using the 

method of least squares. 

From (4), it is clear that cos  and sin  are 

approximated by trigonometric polynomials of degree m and 

so, determination of m becomes important. If the reduction in 

error when the  thm 1  degree polynomial is used is found 

to be significant, the  thm 1  term is included in both the 

approximations. Otherwise, the m
th

 order model is fitted only 

if neither of the above two models require the  thm 1  term 

[3]. The test of the significance of the reduction of error with 

inclusion of the  thm 1  term for large values of n (number 

of observations) can be found in [1]. 

 

II.2 Least Circular Distance (LCD) regression: Rotational 

model with no covariates involved 

 

This regression model is due to Lund (1999) and is used to 

model situations when both the response and the predictor is 

circular and also, there is a set of linear covariates. Least 

square regression, if applied to circular response, can yield 

erroneous results. So, a regression technique based on an 

alternative measure of distance for a circular variable, called 

the “Circular Distance’’ is introduced, which, for two 

circular variables   and , is defined as 

      cos1
2

1
,D          (5) 

The regression technique carried out by minimizing   ,D  

is termed as the Least Circular Distance (LCD) regression 

and is the circular analog to the least square regression for 

linear response and linear covariates. The LCD regression 

model for circular response , circular predictor  and a set 

of linear covariates x  is defined as 

  ex  21,,,            (6) 

where 21,  are vectors of parameters and e is the random 

circular error with zero mean direction. If there are n 

observations on ,  and x and the relationship in (6) holds 

good, the estimates of 1  and 2  are obtained so as to 

minimize 

   


n
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where  .,.D is as defined in (5). The estimates thus obtained 

are called the Least Circular Distance estimates of 1  

and 2 . Assuming that  and x have additive effects on , [8] 

assigned the following form to : 

     iiii xggx 221121 ,,,,           (7) 

 .2g  is the link function that maps the real line onto the unit 

circle. In the absence of any prior information, a general 

form of  .1g  is obtained by observing that it is a periodic 

function of , with period 2. This leads to the infinite 

Fourier series representation of  .1g  identical to that in (3). 
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The order m of the expansion is decided upon by the same 

procedure as in the previous regression model. 

Since linear covariates are absent in this research 

work,   022 ixg  , and thus, the model reduces to the 

conditional circular-circular regression model discussed in 

section (II.1). Hence, the conditional circular-circular 

regression model can be thought of as the particular case of 

the LCD regression model, when prior information about the 

relationship between  and  is unknown and covariates are 

absent. 

Assuming that there exists a rotational relationship between 

 and  [9], i.e. a relationship of the 

form   2mod0 ,  .1g  is assigned the form 

  111 ,   iig . The rotational dependence between  

and  can be checked by testing the significance of the 

sample circular-circular correlation coefficient ncr , defined 

by [10] as 
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where   and   are the sample mean directions of  and  

respectively. Under the hypothesis H0: 0 (Population 

circular-circular correlation coefficient) =0, ncr ,  is 

asymptotically normally distributed.  

Thus, the LCD regression model reduces to 

nieiii ,...,2,1;1            (8) 

The LCD estimate of 1  is given by 
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This renders the estimated i
th

 value of the response variable  

as 
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II.3 Goodness-of-fit measure 

 

Once each of the above mentioned circular-circular 

regression models is fitted to the data, the next step consists 

in comparing the goodness-of-fit of the two models. In other 

words, the performance of the two models in modeling the 

data is required to be measured and compared. A statistical 

measure for assessing the goodness-of-fit of the two models 

is proposed in the next subsection. 

 

II.3.1 Mean Circular Distance (MCD) 

 

The Mean Circular Distance (MCD) between a set of points 

is defined as the simple arithmetic mean of the circular 

distance between every pair of observed and estimated value 

of the response. The MCD between the set of n values of the 

response variable , say n ,...,, 21 and their estimated 

values n ˆ,...,ˆ,ˆ
21 obtained by fitting the circular-circular 

regression model is given by 
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Clearly,  1,0 . The closer the value of MCD is to 0, 

higher is the agreement between the observed and the 

estimated values of the response variable and vice versa. 

 

II.4 Data 

 

For showing the application of the two regression models, 

the data on wind direction measured during 08:30 a.m. and 

05:30 p.m. in the post-monsoon season (October – 

December) for the years 2012 and 2013 at the Silchar 

Meteorological Observatory, located in Assam, India is 

considered. Here, the wind direction measured at 05:30 p.m. 

is analyzed as a function of the wind direction measured at 

08:30 a.m. The data is procured from the Regional 

Meteorological Centre, Guwahati. The analysis is carried out 

using the R software, version 3.4.0, with the help of the user 

contributed packages CircStats [11] and circular [12]. 

 

I. RESULTS AND DISCUSSION 

 

This section contains the results of the analysis of the data set 

on wind directions considered for study.  

Table 1 shows the estimated coefficients of the circular-

circular regression model based on the conditional 

expectation of the wind direction measured during 05:30 

p.m. () given the wind direction measured at 08:30 a.m. () 

and the p-value of the test of the hypothesis 

H0: The third order terms in the polynomial used to 

approximate cos()| and sin()| is not significantly 

different from zero 

at 5% level of significance. 
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Table 1: Estimated coefficient of the circular-circular 

regression model and p-value 

 

Coefficient cos()| sin()| 

Intercept 0.5360 -0.0513 

First Order Terms 

cos() -0.1315 0.0146 

sin() 0.3142 0.4748 

Second Order Terms 

cos() 0.3543 0.0559 

sin() -0.0331 -0.1485 

p-value for third 

order 

0.3253 0.3672 

 

Since both the p-values for the third order are > 0.05, we 

accept H0 and conclude that the terms up to the second order 

are to be retained for approximating both cos()| and 

sin()|. 

Thus, the circular-circular model fitted to the data is 
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Now, to see if the wind direction measured during 05:30 p.m. 

() is rotationally dependent on the wind direction measured 

at 08:30 a.m. (), the sample circular-circular correlation 

coefficient is calculated and the test of its significance is 

carried out. Here, the calculated value of 542.0, ncr  and 

the p-value of the test of its significance at 5% significance 

level is 0.00. Therefore, it is evident that there is a rotational 

relationship between  and . Since there is prior information 

about the rotational dependence of  on  and no linear 

covariate in the data considered for study, so, the two 

regression models are not identical. Consequently, the LCD 

regression model in (8) is fitted to the data. 

The estimated value of the regression coefficient 1 is found 

to be -0.4393 and the LCD regression model fitted to the data 

is 
4393.0 

 
Table 2 contains the MCD between the observed and 

estimated values for the two regression models. 

 

Table 2: MCD values for the two regression models 

 

Model MCD 

Conditional circular-

circular regression model 

0.0108 

LCD regression model 0.1366 

 

It is observed that the conditional circular-circular model has 

a lesser MCD between the observed and estimated values as 

compared to the LCD regression model. Therefore, the 

conditional circular-circular regression model is a better fit to 

the data under consideration. This is also evident from Figure 

1, which shows both the regression models fitted to the data 

under consideration. 

 

Figure 1: Conditional circular-circular regression model and 

LCD regression model fitted to the data on wind directions 

 

 
It is clear from figure 1 that the wind direction measured 

during the evening is not changing in any specific pattern 

with a change in the wind direction measured during the 

morning. Hence, the expectation of the circular response 

approximated using Fourier series expansion of the circular 

predictor models the data better than the one obtained by 

assuming a rotational dependence. 

 

IV. CONCLUSION 
 

This paper discusses two regression models predicting 

circular response from circular predictor and introduces a 

new measure called Mean Circular Distance for model 

comparison. The models are applied to data on wind 

directions measured during morning and evening collected 

for two successive years. The wind direction measured 

during the evening is not seen to change in any specific 

pattern with change in that measured during the morning. 

Further, the conditional regression model is a better fit to the 

data than the LCD regression model. One of the limitations 

of this paper is that the models discussed here do not take 

into consideration, any covariates. As a future scope of the 

present study, regression models by incorporating linear 

covariates can be explored and applications can be showed 

using real life data sets.  
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