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Abstract-Congestion is one of the major problems of a comoation network in routing. The function of a ragiis to
guide packets through the communication networthéir correct destinations. Optimal Routing hasrbeséely studied
for interconnection networks. This paper provides tethodologies ECN and QBER for reduce the cdigges
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1. INTRODUCTION packet. This act is referred to as “marking” arsdpitirpose
is to inform the receiving endpoint of impending
; - congestion. At the receiving endpoint, this conigest
(ECN) is an extension to the Internet protocol &mdhe jygication is handled by the upper layer prototr(sport

Transmission Control Protocol and is defined '”Iayer protocol) and needs to be echoed back to the
RFC3168(2001). ECN allows end-to-end notificatioh O fransmitting node in order to signal it to reduds i

network congestion without dropping packets. ECNris
optional feature that is only used when both enulgoi
support it and are willing to use it. It is onlyfexdtive When 2.2 Operation of ECN with TCP

supported by the underlying network. Conventionally

TCP/IP networks signal congestion by dropping packe TCP supports ECN using three flags in the TCP heade
When ECN is successfully negotiated, an ECN-awardhe first one, theNonce Sum(NS), is used to protect
router may set a mark in the IP header insteadagping against accidental or malicious concealment of edrk
a packet in order to signal impending congestiohe T Packets from the TCP sender.[4]. The other two &its
receiver of the packet echoes the congestion itiditao ~ Used to echo back the congestion indication (ignas the

the sender, which reduces its transmission ratecaggh it~ sender to reduce the amount of information it spadd to
detected a dropped packet. acknowledge that the congestion-indication echoias

received. These are tleCN-Echo(ECE) andCongestion
In the second methodology QBER we have to maintaiVindow ReducedCWR) bits .Use of ECN on a TCP
queue corresponding to the router capacity. Thisuguis ~connection is optional; for ECN to be used, it mbst
maintained before each router. Depending on theeour negotiated at connection establishment by including
queue size the router identifies the congestiore fiuter ~ Suitable options in the SYN and SYN-ACK segments.
sends the signal to sender to stop its tranmissitenever When ECN has been negotiated on a TCP connectien, t
the router receives the packet with the currentiqueize is  sender indicates that IP packets that carry TCheats of
QS-1. that connection are carrying traffic from an ECNp&lale
2. ECN OPERATION Transport by marking them with an ECT code poiritisT
. ) allows intermediate routers that support ECN toknthose
2.1 Operation of ECN with IP IP packets with the CE code point instead of drogphem
ECN uses the two least significant (right-most} kif the  in order to signal impending congestion.

Diffser field in the IPV4 or IPV6 header to encofir
different codepoints: Upon receiving an IP packet with th€ongestion

«  00: Non ECN-Capable Transport — Non-ECT Experiencecbo(;jepoint, the TCF;] receiverﬂechoes tr:ack this
. . o congestion indication using the ECE flag in the TCP
10: ECN Capable Transport — ECT(0) header. When an endpoint receives a TCP segmentheit
* 01 ECN Capable Transport — ECT(1) ECE bit it reduces its congestion window as foraaket

+ 11: Congestion Encountered — CE drop. It then acknowledges the congestion indicatiy
When both endpoints support ECN they mark theikpc sending a segment with the CWR bit set. A node &eep
with ECT(0) or ECT(2). If the packet traverses ative transmitting TCP segments with the ECE bit setlunti
gueue management(AQM) queue (e.g. a queue that useseives a segment with the CWR bit set.
random early detection (RED)) that is experiencing
congestion and the corresponding router supports, HC 2.3 Operation of ECN with TCP and other transport
may change the codepoint to CE instead of droppieg protocols

TCP does not perform congestion control on control
packets (pure ACKs, SYN, FIN segments). So control
packets are usually not marked as ECN-capable.cAnte
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The first methodology Explicit Congestion Notifigat

transmission rate.
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proposal [5] suggests marking SYN-ACK packets adlEC to signal a similar
capable. This improvement, known as ECN+, has beeBCN semantics.
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per-hop behavior with the @itte
Another possibility would be to wase

shown to provide dramatic improvements to perforeean diffserv codepoint to signal the use of best-effoet-hop

of short-lived TCP connections.[6] ECN is also defl for
other transport-layer protocols that perform cotigas
control, notably DCCP and SCTP. The general priadp
similar to TCP, although the details of the on-thiee
encoding differ.It should in principle be possilite use

ECN with protocols layered above UDP. However, UD
requires that congestion control be performed bg th

application, and current networking APIs do novegi
access to the ECN bits.

2.4 Effects on performance

P

gueueing and scheduling behavior, but with alterfaCN
semantics.

2.6 Using the Diffserv Field for Signaling

There are two ways to use the diffserv field tonaigthe
use of alternate ECN semantics. One way is toamse
existing diffserv codepoint, and to modify the euntr
definition of that codepoint, through approved IETF
processes, to specify the use of alternate ECN rsiraa
with that codepoint. A second way is to define ewn
diffserv codepoint, and to specify the use of alste ECN

ECN reduces the number of packets dropped by a TCmantics with that codepoint. We note that thet bf

connection, which, by avoiding a retransmissiomuoes
latency and especially jitter. This effect is masastic

these two mechanisms raises the possibility thameso
routers along the path will understand the diffserv

when the TCP connection has a single outstandingodepoint but will use the default ECN semanticthhis

segment,[7] when it is able to avoid an RTO timedhis

is often the case for interactive connections (ashemote
logins) and transactional protocols (such as HTaqests,
the conversational phase of SMTP, or
requests).Effects of ECN on bulk throughput ars ldear

diffserv codepoint, or won't use ECN at all, andttbther
routers will use the alternate ECN semantics wiils t
diffserv codepoint

SQL

3. Evaluation of the Alternate ECN Semantics

[€] becau;e modern TCP |mplem.entat|.o ns are faiogag 3.1 Verification of Feedback from the Router
at resending dropped segments in a timely mannenwh

the sender's window is large.Use of ECN has beendf®o
be detrimental

to performance on highly congestedodepoints are used

In the default ECN semantics, two of the four ECN
for ECN-Capable(0) and ECN-

networks when using AQM algorithms that never dropCapable(1). The use of two codepoints for ECNabégp
packets.[6] Modern AQM implementations avoid thisinstead of one, permits the data sender to vefify t

pitfall by dropping rather than marking packetsvaty
high load.

2.5 ECN support in IP by routers

Since ECN marking in routers is dependent on sana f

of active queue management routers must be cosefigur

with a suitable queue discipline in order to perfdeCN

marking. Cisco IOS routers perform ECN marking if
configured with the WRED queuing discipline since

version 12.2(8)T.Linux routers perform ECN markiiig

configured with one of the RED or GRED queu
disciplines with an expliciecn parameter, by using the sfb

discipline, or by using the CoDel Fair Queueing (fgdel)
discipline.Modern BSD implementations, such

FreeBSD, NetBSD and OpenBSD, have support for EC
marking in the ALTQ queueing implementation for a

number of queuing disciplines, notably RED and Blue

2.5 Alternate Semantics for the ECN Field

e

as

receiver's reports that packets were actually vecki
unmarked at the receiver. In particular, the sercim
specify that the receiver report to the sendertindrecach
unmarked packet was received ECN-Capable(0) or-ECN
Capable(1), as discussed in RFC 3540. This useC-E
Capable(0) and ECN-Capable(1l) is independent of the
semantics of the other ECN codepoints, and couldsied,

if desired, with alternate semantics for the other
codepoints.

If alternate semantics for the ECN codepoint dmclude

the use of two separate codepoints to indicate ECN-
Capable, then the connections using those seméardics

lost the ability to verify that the data receivgmlaccurately
I{Fporting the received ECN codepoint to the datadse

In this case, it might be necessary for the alterEaCN
framework to include alternate mechanisms for @ngur
that the data receiver is reporting feedback appatgly to

the sender. As one possibility, policers couldubed in
routers to ensure that end nodes are responding

In ECN how routers know which ECN semantics to useppropriately to marked packets.

with which packets. The end host sets the codejoitite
diffserv field to indicate to routers that altematemantics
to the ECN field are being used. Routers that wstdad
this diffserv codepoint would know to use the aitge
semantics for interpreting and setting the ECNdfieDId
ECN-capable routers that do not understand thisedv
codepoint would use the default ECN semantics
interpreting and setting the ECN field. In genertde
diffserv codepoints are used to signal the per-bepavior
at router queues. One possibility would be to ase
diffserv codepoint to signal a per-hop behaviorhwihe
default ECN semantics, and a separate diffserv pude
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3.2 Coexistence with Competing Traffic

If the traffic using the alternate ECN semanticshéest-
effort traffic, then it is subject to the generatjuirement of
fair competition with TCP and other traffic alortgetpath
irLRFC2914].I1‘ the traffic using the alternate ECNreantics
is diffserv traffic, then the requirements are goesl by
the overall guidelines for that class of diffseraftic.

3.3 Proposals for Alternate ECN with Edge-to-Edge
Semantics

40
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RFC 3168 specifies the use of the default ECN séosan they have been received. These benefits also derve
by an end-to-end transport protocol, with the regjaent increase the robustness of congestion control &tiatks.
that "upon the receipt by an ECN-Capable transpbi

single CE packet, the congestion control algorithms 4. FIGURES / CAPTIONS
followed at the end-systems MUST be essentiallystirae
as the congestion control response to a *singledppled //'”’ —

packet"(RFC 3168).In contrast, some of the prolsofea
alternate ECN semantics are for ECN used in an-amge
edge context between gateways at the edge of aorietw
region, e.g., [BESFCO06]. When alternate ECN is ro=fi
with edge-to-edge semantics, this definition neéals
ensure that the edge-to-edge semantics do notictonith

a connection using other ECN semantics end-to-¢Dde |
way to avoid conflict would be for the edge-to-edg€N
proposal to include some mechanism to ensure theat
edge-to-edge ECN is not used for connections that a
using other ECN semantics (standard or otherwisdjte-
end. Alternately, the edge-to-edge semantics cdodd
defined so that they do not conflict with a coni@tusing
other ECN semantics end-to-end.
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3.4 Robust ECN Signaling /

The correct operation of ECN requires the coopemnatif |
the receiver to return Congestion Experienced $igta |
the sender, but the protocol lacks a mechanisentorce " @

Traffic
generator |

this cooperation.  This raises the possibilityt tiza \ =T & _ : &y

unscrupulous or poorly implemented receiver colihgs Nj_v /\mwmr i -“"/ \jv - -“”//

clear ECN-Echo and simply not return congestiomalig ~_ T _ T :
to the sender. This would give the receiver agrernce a) Network with congestion

advantage at the expense of competing connectluats t
behave properly. More generally, any device altmg

path (NAT box, firewall, QOS bandwidth shapers, aod {ucving &
Drugepiny

forth) could remove congestion marks with impunithe
above behaviors may or may not constitute a the#te
operation of congestion control in the Internetowdver,
given the central role of congestion control, ipisdent to
design the ECN signaling loop to be robust agaiashany
threats as possible. In this way, ECN can proeiddgear
incentive for improvement over the prior statetod-art |
without potential incentives for abuse. The ECMe®is o Mark alfe M
a simple, efficient mechanism to eliminate the ptig a4 ST T ﬁ

Coatral rile il

|
bl deliwery fo lne

T i i [matect
abuse of ECN. The ECN-nonce enables the senderify v e e dmaluess

_ ; ) imlicial sk ﬂllm-n|:rml0 ;. 0

the correct behavior of the ECN receiver and thetd is lerent tlass runirard el {raff
no other interference that conceals marked (or pirdp
packets in the signaling path.The ECN- nonceeggtst
against both implementation errors and deliberatse. 5 OBER

The ECN-nonce: '

> catches a misbehaving receiver with a high prolighil QBER is Queue Before Each Router. In this methagolo
and never implicates an innocent receiver. we have to maintain one queue before each routénen

>does not change other aspects of ECN, nor does fetwork. The sender transfers all the packets ® th
reduce the benefits of ECN for behaving receivers. destination through multiple paths. Here all thekeds are

. ) tored in the queue before they reach router.h@llrbuters
>is cheap in both per-packet overhead (one TCP hea feceive the p?acket one by or{e from their corresjpond

b) Network without congestion in ECN

flag.) and processing requirements. queue with current queue size(QS). So every raeteive
> is simple and, to the best of our knowledge, nohprto  the packet with current queue size(QS).The routews
other attacks. the current queue size(QS) whenever it receivesyeve

packet .The router easily identifies the congestion
We also note that use of the ECN-nonce has twwhenever it receives the packet with current quene is
additional benefits, even when only drop-tail evatare QS-1.Then the router gives the signal to the setuistop
used. First, packet drops cannot be concealed frmm its transmission. Through this methodology the eout
sender. Second, it prevents optimistic acknowledges identifies the congestion before it arrives andehis no
[Savage], in which TCP segments are acknowledgéatdoe loss of packet.
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6. CONCLUSION [20]

This paper is a study to overcome the problem of
congestion using ECN and QBER. This will distribtite [21]
traffic of overloaded link to other preferred linkdence

the throughput of the network will be improved athe
problem of congestion will be reduced. [22]
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