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Abstract- In the medical field each and every data is impdrthecause these data are very essential for hilifearMedical
data analysis is a very big and complex task. miedical data consists of imprecise, (or) uncenaifdr) incomplete data.
Therefore the medical data analysis process rexjeixeellent techniques for processing, storing acwkssing the datasets.
Some of the traditional techniques are availablgrocess the incomplete data and these technicpesres additional
information to process the imprecise dataset. hia paper, we propose an intelligent techniquecofgh set theory for
analyzing the imprecise medical data, which cowdubed for extracting knowledge without changing khowledge of the
original. In comparison to traditional techniquesugh set theory gives the optimal result from @nalysis process without
loss of information. ROSETTA is a toolkit for apaing tabular data within the framework of rough theory that could be
applied in the original dataset to compute the cedwset without the loss of the knowledge of thgioal set. In this paper, the
medical data set of recorded information from IMR-\itro fertilization) tests are used for data lgses, in which the
influential parameters (tests) are identified usiRgugh Set Theory. The identified influentiphrametersdisplay the
determining impact on the result of IVF treatmemegt tube baby treatment). ROSETTA toolkit usedptedict the
influential parameters in the IVF treatment.

Keywords: Rough Sets Theory, Medical Data Analysis, ROSETA® kit, in-vitro Fertilization

l. INTRODUCTION psychological stress of patients which increasi tiences
of getting pregnant.

Medical data is a very informative and consist séential
knowledge of medical field but data analysis antlaeting The proposed rough set theory reduction technique
required knowledge from the medical data set isfecualt produces the optimal reduct se of large data.Tddsict set
task. The medical data analysis process requieanaed gives the information in which factors affect tleetilization
techniques for processing, storing and accessing success rate. The ROSETTA software package contains
information of the data. Traditional techniques aret different processing algorithms; in this work weeua
capable enough to produce optimal results fromrirgete Johnson reduction algorithm which produces optirasiilts

or redundant data through the analysis process.thim without loss of information.

work, we applied an intelligent technique calledigb set

theory that is accustomed for its data processing a .
delivering a reduced set of the tabular data. Rosgh
theory is proposed by Z.Pawlak[1] [2] in the laieateen
eighties. Rough set theory produces the optinmsllrdor
without loss of information from the original setThe
medical data sets of infertilitycouples who undergo
infertility treatment are collected from variousfartility
treatment centers, used in this analysis proces®e T
collected clinical data set consists of various tesults of

REVIEW OF LITERATURE

The objective of this research work was rough bebty
used in medical data (In-vitro fertilization datapalysis.
The review of literature contents consists of Itrevi
fertilization data analysis information. More nuenbof
authors published papers on related to fertilirattata
analysis. Some of the few papers are discussetthisn
work. These papers are helpful in analysis process

IVF treatment and other relevant factors which efehe
success rate of infertility treatment. Infenilis on the rise
across the globe and cost of treatment on the wbé&h
makes the researchers to predict the success fratérFo
treatment prior to the beginning of treatment. sTboould
help the Gynecologist to recommend their patidmstypes
of treatments and procedures. Knowing the sucedssof
IVF treatment prior to the start of treatment widduce
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reduced the complexity of analysis task. Thiseevgives
the idea of data collection, how to handle the data
analysis process, how to predict the fertility refer
collected data and what are the techniques are irsed
analysis process.

M.Durairaj and K.Meena presented a novel technioue
their paper for predicting fertility rate of animsperm. In
this paper used the key terms Atrtificial Neural \Watk
(ANN), in-vitro fertilization (IVF) and Artificial
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insemination (Al). The Artificial insemination (Al} one of
the most successful reproductive technologies deeel to
improve reproductive efficiency. The percentage Poé-
freeze motility the assays of sperm function such a
acrosome reaction, zona binding ability, in-vitro
fertilization, and in-vitro embryo production aresed to
predict fertility in the field. In this paper useth optimized
Artificial Neural Network (ANN) technique and prape
selection algorithm. These techniques are usedediqi the
fertilization potential rate of animal sperm. Thetmut of
the Artificial Neural Network (ANN) results are cqared

to non-return rates (NRR) obtained from animal
reproduction laboratory. The ANN produces the bedted
valid results compare to non-return rates (NRR) and
traditional statistical analysis techniques. ThermefANN
can effectively replace the traditional statisticalalysis
method for predicting semen fertility rate [3].

M.Durairaj and K.Meena represented an intelligent
technique for predicting the semen quality. Instpaper
used the key terms Atrtificial Neural Network, Rouggts
theory (RST), Fertility rate prediction, IRNNs. Ehpaper
used a hybrid prediction system consists of Rough s
theory (RST) and Artificial Neural Network (ANN).HE
Rough set theory (RST) is useful tool for reduaittput to
ANN to improve the classification and predictionNKN
technique used to predict the fertility ability. &HRST
technique used to reduce the input of ANN.These
combinations of hybrid system improve the predittio
ability, accuracy and reduce the training time. Sehe
combinations of hybrid system called IRNNs (Intgint
Rough Neural Network system). This hybrid system
predicts the semen quality. The hybrid approachedbam
the rough sets feature selection mechanism andalneur
network efficient classification. The combinatioar fthis
approach is to build more powerful systems thatregce
drawbacks of implementing a single machine learning
techniques|4].

M.Durairaj, K.Meena and S.Selvaraju presented aehov
technique for predicting the fertility of animalespn. The
objective of this paper is to apply a relativelywnéata
mining approach of rough set theory to analyze itnov
functional parameters to select most significantapeeter
that can be used to predict cleavage rate of gsgmsrm.
The traditional statistical models are not toolsr fo
knowledge discovery because of their model assompuif
representativeness of the sample and their sabgitio
irrelevant features[5].

The prediction of sperm fertilizing ability has gte
economic importance for breeding animals when icidif
insemination is used. When evaluating semen thimaik
goal is to accurately predict its fertilizing pot@h Even
after much progress has been made the abilityadigrthe
fertility of semen with laboratory test is stilhdited mainly
due to complexity of the spermatozoon and fertilora
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process. Since the basic purpose of semen evaluatio
procedures is to ensure that only good quality higthly
fertile semen is used for artificial inseminatiamposes it is
very essential to properly analyze the data anéfcly
select a parameter or combination of in vitro fimwl tests
parameters that can be used to accurate predictfon
fertility of animals.

M.Durairaj and K.Meena presented a novel technifque
predicting the fertility rate of animal sperm. Thbjective
of this paper is to apply a relatively new data ingn
approach of rough set theory and Artificial Neuxatwork
(hybrid) can be directly applied to classificaticand
regression without additional transformation medéras in
the dataset. In this paper, a new Rough Neural bitw
(RNN) algorithm for the proposed hybrid approachoider
to predict semen fertility rate is described[6].

Il METHODOLOGY
3.1 Rough Set Theory
Rough sets theory methodology is concerned with the
classification and analysis of imprecise, uncertain
orincomplete information and knowledge and it is
considered one of the first non-statistical appheadn data
analysis [2].

3.2 Basic Notations Of Rough Set Theory
The basic notations of rough set theory are inftiona
system, approximation, and reduction of attributes.

3.2.1 Information System

An information system or information table can bewed
as a table, consisting of objects (rows) and atteib
(columns) as shown in Fig. 1. Knowledge repregimtan

rough sets is done via information system whica fabular
form of an OBJECT ATTRIBUTE VALUE relationship.

More precisely an information system | = <LV f>qc¥
where U —is a finite set of objects, U={x x2,

Q —is a finite set of attributes (features) the atttéds inQ
are further classified into disjoint condition ditrtes A and
decision attributes 02 = AUD;

For each ¢t Q,
% V,is a set of attribute values for g,

.

» Each §: U - V,is an information function which
assigns particular values from the domains of
attributes to objects such that(k) € V, for all x

€ U and ge Q.
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Fig 1. Information system

3.2.2 Indiscernibility Relation

Indiscernibility relation is a central concept iough set
theory and is considered as a relation betweendfyjects
or more where all the values are identical in refato a
subset of considered attributes.

3.2.3approximations
An approximation space is an ordered pair A= (U, R)
where U is a finite and non-empty set of elememtised
attributes R is an equivalence relation about Uy Aet B=
A there is an associated equivalence relation adae
indiscernibility relation.

INDA (B) = {(x, y) € U | vae B, a(x) =a(y)}

If (x, y) €IND4 (B) then x and y are indiscernible from
each other by attributes from b. The Indiscerrtipils an
equivalence relation.

3.2.3.1 Lower Approximation &8X)
Lower approximation (B is a description of the domain
objects that areknown with certainty to belonghe subset
of interest.

B«(X) = u{Y € U] IND (P): YeX}

3.2.3.2 Upper Approximation BX)

Upper approximation is a description of the objetttat
possibly belong to the subset of interest. The uppe
approximation of a set X regarding R is the setlbbbjects
which can be possibly classified with X regarding R

B"(X) = U{Y €U| IND (P): YnX# ¢}
3.2.3.3 Boundary Region
The difference between the upper and lower appratim

referred to as boundary region. The B-boundary afi ¥he
information system |, is defined as:

BND(X) =B"(X) — B-(X)

3.2.4 Decision Tables & Decision algorithms
A decision table constrains two types of attributes
designated as the condition attribute and deciattnibute.

© 2013, IJISRCSEAIl Rights Reserved

Vol-1, Issue-5, PP (1-8) Sep-2@13

Each row of the table determines a decision ruléchvh
specifies the decisions (actions) that must bentakben
conditions are indicated by condition attributesThe
number of consistency rules contained in the decitable
known as a factor of consistence, which can be te€enioy
v(C, D), where C is the condition attribute and Dthe
decision attributes. I/(C, D) = 1, the decision table is
consistent but ify(C, D) # 1 the table of decision is
inconsistent.

3.2.5 Dependency Of Attributes

In the analysis of data it is important discovere th
dependence between attributes. A set of attribides
depends totally on a set of attributes C, denose@-=a D if
all values of attributes from D are uniquely detiera by
values of attributes from C then D depends totalyC.
The partial dependency means that only some valti€s
are determined by values of C. If D and C is stdheEA
can be affirmed that D depends on C in degree KK& 1)
denoted=kD.And if k =y(C, D). If K=1 D depends totally
on C, this dependency denoted byl@)(D) if k < 1 itis
said that D depends partially on C. If k =0 theigien
attribute D does not depends on condition attrib@e

3.2.6 Reduction Of Attributes
Reduct is a minimum attributes subset that retdimes
decision attributes a dependence degree to condlitio
attributes. The subsetd® < A such that ¥(Y) =Yg(Y) is
called Y-reduct of B and denoted as R@&). The core is
possessed by every legitimate reduct and cannot be
removed from the information system without detexiimg
basic knowledge of the system. The set of allspeihsable
attributes of B is called the Y - core. Formally,

Core/(B) =NnRed,(B)

3.2.7 Accuracy

Accuracy measures how much a set is rough. Ift dnae

B(X) = B(X) = X, the set is precise called crispdafor

every element € Xe U. This is expressed by the formula.
ag(X) =| B(X)|/ [B (X)]

When 0< ag(X) < 1, and ifag(X) =1 X is crisp with respect

to B.

3.1.1ROSETTA (A Rough Set Toolkit For Analysis The
Data)

ROSETTA is a toolkit for analyzing tabular datahiiit the
framework of rough set theory. ROSETTA is desigt®d
support the overall data mining and knowledgediscpv
process: From initial browsing and preprocessingthef
data, via computation of minimal attribute sets and
generation of if-then rules or descriptive patteradidation
and analysis of the induced rules or patterns. RO3E
offers a highly intuitive GUI environment where dat
navigational abilities are emphasized. In additmthe core
features described there, the system includege faxmber
of algorithms for discretization, reduct computaticand
rule pruning and classifier evaluation [7]. Theteys has
two main components: structures and algorithmsicBires
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are different data sets such as decision systeedsicts,
rules, etc. Algorithms are applied to structuregptoduce
new structures. For example, algorithms for reduct
computation are applied to decision tables to pcedu
reducts:

Example:

Algorithm
Reduct Set

Reducer

[ Decision Table}

Steps involved in processing data
e Import/export
« Preprocessing
« Computation
e Post processing
e Validation and analysis

V. EXPERIMENTAL RESULTS

4.1 Experimental data

The IVF test datasets used in this analysis procestain
23 fields and 114 objects (or) records. The fiedds Age
(F), Duration of infertility, previous pregnancy, edical

disorders, BMI(F), Endometriosis, Tubal infertility
Ovulatory factor, Hormonal Factor, Cervical Fagtor
Semen Ejaculate Volume, Liquefaction Time, Sperm

Concentration, Sperm Motility, Sperm Vitality, p&m
Morphology, No.of Oocytes Retrieved, No.of Emtsyo
Transferred, Male Factor Only, Female Factor Cariyg
Combined Factor. The rough set methodology usetisn
analysis process for predicting the IVF success rat

potential.

4.2 Analysis steps

Data
Cleaning

Processed
Datz

Medical
Data

DeC|IS|0n Prediction
Rules Process
Data
Reducti

Fig. 2. Analysis steps
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The data analysis steps involved in the medical
data processing are as illustrated in Fig. 2.

4.3Analysis procedure

This ROSETTA toolkit consists of inbuilt rough set
algorithms to process data analysis. The tootkib¥vs the
some important procedures for producing the aceurat
result. The steps are importing data from anydvdiata
source (excel) format, applying the binary splgtin
algorithm in the imported data to split the orididataset
into training and test data, remove the missingues|
finally applying the reduction and classificatidigaithms.
The reduction algorithm is used to compute the cedet
and the classification algorithm is used to redwd¢ and
compute the classification result.

4.3.1 Reduction process

Johnson reduction algorithm is used in this reducti
process since this algorithm produces more accuoeatets.
Chosen Johnson reduction algorithm applied to ptetie
influential parameters which can be used to eséniae
success rate of treatment. Genetic algorithm ywesl the
86 combination of reduct set where the Johnsonctextu
algorithm produces 17 combinations of reduct s8tnce
the Johnson reduction algorithm produces a minsealof
combinations efficiently, this algorithm chosen
reduction process.

for

Johnson algorithm
Johnson(C,fD)

C, the set of conditional attributes
fD, the discernibility function.

(1) R < [O; bestc=0;

(2) while(fDnot empty)

(3) for each alCthat appears in fD
(4) c= heuristic(a)

(5) if(c >bestc)

(6) bestc=c; bestAttra

(YR~ RDOa

(8) fD_ removeClauses(fD, a)

(9) returnR

This is a simple greedy heuristic algorithm thatoften
applied to discernibility functions to find a siegteduct.
The algorithm begins by setting the current reduct
candidate, R, to the empty set. Then, each caomditi
attribute appearing in the discernibility functisnevaluated
according to the heuristic measure. For the standar



ISROSET- IJSRCSE Vol-1, Issue-5, PP (1-8) Sep-2@13

Johnson algorithm, this is typically a count of thember of n set]
appearances an attribute makes within clausesbudts Tl Fle Edt View Window Help
that appear more frequently are considered to bee mo MEETEEEER]
significant. The attribute with the highest heticivalue is

. R Reduct | Sl||)|)ort| Leng‘th|

added to the reduct candidate and all clauses & th | (AGE(F), NOROF OOCYTES RETRIEVED] 2
discernibility function containing this attributeearemoved. 2 |{DURATION OF INFERTILITY (YEARS)) foo
A ” I h been remo ed theth r B {DURATION OF IMFERTILITY (YEARS), HORMONAL FACTOR} 100 2
S S.OOH as all clauses ave V ! I igD 4 {DURATION OF INFERTILITY (YEARS), SPERM CONCENTRATION} 100 2
termlnates and returns the redUCtR. R IS aSSlﬂIé[t‘ a 5 {DURATION OF INFERTILITY (YEARS), TUBAL INFERTILITY } 100 2
reduct as all clauses contained within the distdityi B |AGE(R), MEDICAL DISORDERS] oo |2
. . . R 7 {DURATION OF INFERTILITY (YEARS), NOROF EMBRYOS TRANSFERRED} 100 2
function have been addressed. Variations of theriilgn 5 [{AGE(F), STAGES] w2
involve alternative heuristic functions in an atfgro guide 8 [{AGE(F), DURATION OF INFERTILITY (YEARS)) o2
h h d b tt th 10 {DURATION OF INFERTILITY (YEARS), EMDOMETRIOSIS } 100 2
t € searc . own e_ er pa " 11 {DURATION OF INFERTILITY (YEARS), MOROF OOCYTES RETRIEVED } 100 2
The reduction algorithm results 12 |{DURATION OF INFERTILITY (YEARS), OVULATORY FACTOR} 00 2
13 {AGE(F), BMIF)} 100 2
. 14 {DURATION OF INFERTILITY (YEARS), MALE FACTOR OMLY } 100 2
In Fig. 3, numbers of reduct sets produced throtigh T5 | (AGE(F), COMBINED FACTOR} w0 2
app“cation of Johnson reduction a|gorithm arestitated. 16 {SEMEM EJACULATE YOLUME, MO#OF OOCYTES RETRIEVED 100 2
. . o 17 {DURATION OF INFERTILITY (YEARS), MEDICAL DISORDERS } 100 2

The Johnson reduction algorithm produced 17 contioimg

of reduct sets. Fig 3. Johnson reductset(influential parameters)

Rosetta - [ivf reduct set using genetic]

File Edit  Wiew Window Help

O |ed] & |t @] <] 2]
Reduct port|Length|
K] {DURATION OF INFERTILITY (YEARS), BMICF), SFERM CONCEMNTRATION, SFERM WITALITY, NO#OF EMBRYOS TRANSFERRED - E
1z {DURATION OF INFERTILITY (vE&RS), OVULATORY FACTOR, SPERM MOTILITY, SPERM MORPHOLOGY , NO#OF EMBR YOS TRANSFERRED B
13 {DURATION OF INFERTILITY (¥E&RS), BMIF ), SPERM CONCEMTRATION, NO#OF OOCYTES RETRIEVED , NO#OF EMBRYOS TRANSFERRED | s
14 {DURATION OF INFERTILITY (YE&RS), STAGES, SPERM MOTILITY, SPERM MORPHOLOGY , NO#OF OOCY TES RETRIEVED | s
15 {DURATION OF INFERTILITY (YE2RS), SPERM MORPHOLOGY, NO#OF OOCY TES RETRIEVED, NO#OF EMBRYOS TRANSFERRED, MALE FACTOR ONLY } s
16 {DURATION OF INFERTILITY (¥E&RS), BMICF ), SPERM MORPHOLOGY, NOROF OOGCY TES RETRIEVED , NO#OF EMBR YOS TRANSFERRED | s
17 {AGECF), DURATION OF INFERTILITY (YEA&RS), SPERM CONCENTRATION, NO#ZOF OOCYTES RETRIEVED, NO#OF EMBRYOS TRANSFERRED, MALE FACTOR ORNLY} &
15 {AGECF), DURATION OF INFERTILITY (YEARS), SPERM MORPHOLOGY , NOROF OOCYTES RETRIEVED, MNO#OF EMERYOE TRAMNSFERRED, COMBINED FACTOR} &
19 {DURATION OF INFERTILITY (YEARS), MEDICAL DISORDERS, BMICF), EMDOMETRIOSIS, HORMOMAL FACTOR, NMOZOF OOCYTES RETRIEWED &
=0 {DURATION OF INFERTILITY (¥EARS), MEDICAL DISORDERS, STAGES, HORMONMAL FACTOR, SPERM MOTILITY, MNOROF OOCY TES RETRIEVED ) &
=1 {DURATION OF INFERTILITY (YE&RS), MEDICAL DISORDERS, BIMICF), SPERM WIT ALITY, NO#OF OOCYTES RETRIEVED, MALE FACTOR ORLY | &
=) {DURATION OF INFERTILITY (YE&RS), BMI(F), OVULATORY FACTOR, SPERM MOTILITY , SPERM MORPHOLOGY , MO#OF OOCYTES RETRIEVED} &
23 {DURATION OF INFERTILITY (YE&RS), ENDOMETRIOSIS, CERYICAL FACTOR, SPERM CONCENTRATION, SPERM MOTILITY, NO#OF EMBR YOS TRANSFERRED | &
= {DURATION OF INFERTILITY (YE&RS), OVULATORY FAGCTOR, HORMONAL FACTOR, SPERM MORPHOLOGY , NOROF EMBRYOS TRANSFERRED, MALE FACTOR OMNLY | &
=5 {DURATION OF INFERTILITY (YE&RS), OVULATORY FACTOR, HORMONAL FACTOR, SPERM CONCENTRATION, SPERM MOTILITY , NO#OF EMBRYOS TRANSFERRED &
26 {DURATION OF INFERTILITY (YEARS), BMICF), STAGES, SFERM CONCENTRATION, SFERM WITALITY, NO#OF OOCYTES RETRIEVED ¢ &
27 {DURATION OF INFERTILITY (YEARS), ENDOMETRIOSIS, HORMOMAL FACTOR, SPERM CONCENTRATION, NO#OF OOCYTES RETRIEVED, COMBINED FACTOR} &
=) {DURATION OF INFERTILITY (¥EARS), BMI(F ), HORMOMNAL FACTOR, SPERM WITALITY, SPERM MORFHOLOGY , NO#OF EMBRYOS TRANSFERRED} &
=) {DURATION OF INFERTILITY (¥E&RS), ENDOMETRIOSIS, TUBAL INFERTILITY, SPERM MORPHOLOGY , NO#OF OOCY TES RETRIEVED, COMBINED FACTOR} &
S0 {DURATION OF INFERTILITY (¥E£RS), ENDOMETRIOSIS, SPERM MOTILITY , SPERM MORPHOLOGY , NO#OF OOCY TES RETRIEVED, COMBINED FACTOR} &
a1 {DURATION OF INFERTILITY (¥E&RS), BMICF), TUBAL INFERTILITY, SPERM ITALITY, SPERM MORPHOLOGY , NOROF EMBRYOS TRANSFERRED &
EE (DLURATION GF INFERTILITY (vEARE ), CERVICAL FACTOR, SPERM CONCENTRATION, SPERK MOTILITY , NOBGE EMBR v 0S TR ANESFERRED, FEMALE FaoT o ShLv Y &
EE] {DURATION OF INFERTILITY (vEARE), BMICF 1, ENDOMETRIOSIS, SPERM ITALITY , SPERM MORPHOLOGY , MO#OF EMBRYOS TRANESFERREDY &
EZ] {DURATION OF INFERTILITY (vE&RS), ENDOMETRIOSIS, SPERM MORFHOLOGY , NO#OF OOCYTES RETRIEVED, FEMALE FACTOR ONLY, COMBINED FACTOR} &
ES {DURATION OF INFERTILITY (¥EARS), ENDOMETRIOSIS, HORMONAL FACTOR, SPERM MORPHOLOGY, NO#OF OOCYTES RETRIEVED, COMBINED FACTORY &
S {DURATION OF INFERTILITY (¥E&RS), HORMORAL FACTOR, SPERM MORPHOLOGY , NOROF OOCYTES RETRIEVED, NO#OF EMBRYOS TRANSFERRED, COMBINED FACTOR} &
ETd {DURATION OF INFERTILITY (¥E2ARS), MEDICAL DISORDERS, HORMORAL FACTOR, SPERM MOTILITY, MOZOF OOCY TES RETRIEVED, NO#OF EMBRYOS TRANSFERRED &
EES {DURATION OF INFERTILITY (YE&RS), CERVICAL FACTOR, SPERM YITALITY, SPERM MORPHOLOGY , NOROF EMBRYOS TRANSFERRED, COMBINED FACTOR} &
EE] {DURATION OF INFERTILITY (YE&RS), MEDICAL DISORDERS, SPERM WITALITY , SPERM MORPHOLOGY , NO#OF OOCY TES RETRIEVED, MALE FACTOR ONLY ; &
40 {DURATION OF INFERTILITY (YE&RS), BMICF), OVULATORY FACTOR, HORMORNAL FACTOR, SPERM MORPHOLOGY , NO#OF OOCY TES RETRIEVED &
41 {DURATION OF INFERTILITY (YEARS), BMICF), ENDOMETRIO SIS, SFERM CONCENTRATION, SFERM VITALITY, NO#OF OOCYTES RETRIEVED &
4z {DURATION OF INFERTILITY (vEARS), HORMOMAL FACTOR, SPERM WITALITY, SPERM MORPHOLOGY, NO#OF OOCYTES RETRIEVED , MALE FACTOR OMLY } &
43 {DURATION OF INFERTILITY (¥EARS), MEDICAL DISORDERS, HORMONAL FACTOR, SPERM MOTILITY, SPERM “ITALITY, NOFOF OOCYTES RETRIEVED &
Er] {DURATION OF INFERTILITY (¥E2RS), MEDICAL DISORDERS, HORMORAL FACTOR, SPERM WITALITY, NO#OF OOCY TES RETRIEVED, MALE FACTOR OMNLY } &
45 {DURATION OF INFERTILITY (¥EARS), MEDICAL DISORDERS, SPERM MOTILITY , SPERM “ITALITY, NO#OF OOCYTES RETRIEVED, FEMALE FACTOR ORLY } &
45 {DURATION OF INFERTILITY (YE&RS), MEDICAL DISORDERS, STAGES, HORMONAL FACTOR, NO#OF GOGY TES RETRIEVED, MALE FACTOR ONLY | &
47 {DURATION OF INFERTILITY (YE&RS), CERVICAL FACTOR, SPERM CONCENTRATION, SPERM MOTILITY , SPERM ITALITY , SPERM MORPHOLOGY , NO#OF EMBRYOS TRANSF |100 kd
45 {DURATION OF INFERTILITY (vEARS), CERVICAL FACTOR, LIGUEFACTION TIME, SPERM MOTILITY , SPERRM “ITALITY, SPERM MORPHOLOG Y, MOROF EMBRYOS TRANSFERRE 100 kd
49 {DURATION OF INFERTILITY [(¥EARS), ENDOMETRIOSIS, HORMOMN.AL FACTOR, SPERM MORPHOLOGY , NO#OF OOCYTES RETRIEVED, MALE FACTOR ONLY, FEMALE FACTOR|100 7
s0 {DURATION OF INFERTILITY (¥EARS), MEDIC AL DISORDERS, ENDOMETRIOSIS, HORMORSL FACTOR, SPERM MOTILITY , NOZOF OOCY TES RETRIEVED, MALE FACTOR ONLY} 100 7
51 {DURATION OF INFERTILITY (YEARS), HORMONAL FACTOR, CERVICAL FACTOR, SPERM COMNCERTRATION, SPERM MOTILITY, SPERM MORPHOLOGY , NO#OF EMBRYOS TRA 100 7
== {DURATION OF INFERTILITY (WEARS), BMICF), STAGES, LIQUEFACTION TIME, SPERM MORPHOLOGY , NO#OF OOCY TES RETRIEVED, FEMALE FACTOR OMNLY | 100 7
53 {DURATION OF INFERTILITY [(¥EARS), ENDOMETRIOSIS, CERVICAL FACTOR, SPERM COMNCENTRATION, SPERM VITALITY, NO#OF EMBRYOS TRANSFERRED, COMBINED FACT 100 7
sS4 {DURATION OF INFERTILITY (WEARS), TUBAL INFERTILITY, LIGQUEF ACTIOR TIME, SPERM MORPHOLOGY, NOROF OOCY TES RETRIEYED, NO#OF EMBR YOS TRANSFERRED, CO 100 7
55 {DURATION OF INFERTILITY (wEARS), MEDIC AL DISORDERS, BMI(F), SPERM CONCENTRATION, SPERM MOTILITY , MO#OF EMBRY OS TRANSFERRED, COMBINED FACTOR} 100 7
S6 {DURATION OF INFERTILITY (¥EARS), MEDIC AL DISORDERS, BMI(F), ENDOMETRIOSIS , CERVICAL FACTOR, NO#OF OOCYTES RETRIEVED, NO#OF EMBRYOS TRANSFERRED} 100 7
57 {DURATION OF INFERTILITY (WEARS), STAGES, OvULATORY FACTOR, SPERM CORCENTRATION, SPERM VITALITY, NOROF OOCY TES RETRIEVED , COMBINED FACTOR | 100 7
58 {DURATION OF INFERTILITY (¥EARS), MEDICAL DISORDERS, STAGES, SPERM MOTILITY, NO#OF OOCY TES RETRIEVED, MALE FACTOR ONMLY, FEMALE FACTOR OMLY § 100 7
59 {DURATION OF INFERTILITY (WEARS), TUBAL INFERTILITY, CERVICAL FACTOR, SPERM COMCENTRATION, NO#OF OOCY TES RETRIEWED, MO#OF EMBR YOS TRAMSFERRED, 100 7
&0 {DURATION OF INFERTILITY (EARS), BMICF), STAGES, SPERM CONCENTRATION, SPERM MORPHOLOGY, NO#OF OOCY TES RETRIEVED, FEMALE FACTOR ORLY } 100 7
&1 {DURATION OF INFERTILITY (¥EARS), MEDIC AL DISORDERS, ENDOMETRIOSIS, NO#OF OOCY TES RETRIEVED, NO#OF EMBRYOS TRANSFERRED, FEMALE FACTOR ORNLY, CO 100 7
52 {AGE(F), DURATION OF INFERTILITY (YEARS), STAGES, SPERM CONCENTRATION, NO#OF OOCY TES RETRIEVED, FEMALE FACTOR ORLY, COMBINED FACTOR | 100 7
63 {DURATION OF INFERTILITY (¥EARS), MEDIC AL DISORDERS, ENDOMETRIOSIS, SEMEN EJACULATE wOLUME, SPERM MOTILITY , MO#OF OOCY TES RETRIEVED, FEMALE FACT 100 7
64 {DURATION OF INFERTILITY (WEARS), TUBAL INFERTILITY, OVLULATORY FACTOR, SEMEN EJACULATE vOLUME, SPERM CONCENTRATION, SPERM MOTILITY, MOROF OOCYT 100 7
65 {DURATION OF INFERTILITY (¥EARS), MEDICAL DISORDERS, OVULATORY FACTOR, HORMORMAL FACTOR, SPERM MOTILITY, NO#OF OOCY TES RETRIEVED, FEMALE FACTO 100 7
56 {DURATION OF INFERTILITY (¥EARS), BMICF), SPERM MOTILITY , SPERM ITALITY, SPERM MORPHOLOGY, NO#OF EMBRYOS TRANSFERRED, FEMALE FACTOR ORNLY } 100 7
&7 {MEDIC AL DISORDERS, BIMICF), SPERM MOTILITY , SPERM VITALITY , NO#OF OOCY TES RETRIEVED, MO#OF EMBRYOS TRANSFERRED, MALE FACTOR ONLY | 100 7
68 {DURATION OF INFERTILITY (YEARS), BMICF), STAGES, SPERM CONCENTRATION, SPERM MOTILITY, MOZOF EMBRYOS TRAMSFERRED, COMBINED FACTOR} 100 7
69 {DURATION OF INFERTILITY (WEARS), BMICF), TUBAL INFERTILITY , SPERM CONCEMNTRATION, SPERNM MOTILITY , NO#OF EMBRY OS TRANSFERRED, FEMALE FACTOR ONLY} 100 7
70 {DURATION OF INFERTILITY (WEARS), TUBAL INFERTILITY, OVLLATORY FACTOR, SPERM CONCENTRATION, SPERM MOTILITY , MO#OF OOCY TES RETRIEVED, MALE FACTOR 100 7
71 {DURATION OF INFERTILITY (¥EARS), MEDICAL DISORDERS, CERVICAL FACTOR, SPERM VITALITY, NOROF OOCY TES RETRIEVED, NO#OF EMBR YOS TRAMSFERRED, COMBI 100 7
7z {DURATION OF INFERTILITY (wEARS), MEDICAL DISORDERS, STAGES, OvULATORY FACTOR, HORMORMNAL FACTOR, NO#OF OOCYTES RE TRIEVED, COMBINED FACTOR} 100 7
73 {AGE(F), DURATION OF INFERTILITY (YEARS), OVULATORY FACTOR, HORMONAL FACTOR, SPERKM CONCENTRATION, SPERM MOTILITY , NO#OF OOCY TES RETRIEVED } 100 7
74 {AGE(F), DURATION OF INFERTILITY (¥EARS), BMICF), HORMORAL FACTOR, SPERM COMNCENTRATION, SPERM VITALITY, NO#OF OOCYTES RETRIEVED} 100 7
7S {DURATION OF INFERTILITY (WEARS), OvULATORY FACTOR, SPERM CONCENTRATION, SPERM MOTILITY , SPERM YITALITY, NO#OF EMBR YOS TRANSFERRED, COMBINED F_|100 7
7E {DURATION OF INFERTILITY (WEARS), TUBAL INFERTILITY, OWLILATORY FACTOR, HORMOMNAL FACTOR, SPERM CONCENTRATION, MO#OF GOCYTES RETRIEVED, MALE FAGC 100 7
7T {AGE(F), DURATION OF INFERTILITY (YEARS), MEDICAL DISORDERS, BMICE), SPERM “ITALITY, NO#FOF OOGY TES RETRIEVED, FEMALE FACTOR OMNLY 1 100 7
78 {DURATION OF INFERTILITY (¥EARS), MEDICAL DISORDERS, BMICF), ENDOMETRIOSIS, TUBAL INFERTILITY , NO#OF OOCY TES RETRIEVED, FEMALE FACTOR ONLY } 100 7
79 {DURATION OF INFERTILITY (WEARS), MEDICAL DISORDERS, OvVULATORY FACTOR, HORMOMNAL FACTOR, LIGUEF ACTION TIME, NO#OF OOCY TES RETRIEVED, MALE FACTO 100 7
a0 {DURATION OF INFERTILITY (WEARS), ENDOMETRIOSIS, LIGUEF ACTION TIME, SPERM MOTILITY , SPERM MORPHOLOGY , NOROF OOCY TES RETRIEVED, MALE FACTOR ONLY 100 7
a1 {DURATION OF INFERTILITY (WEARS), ENDOMETRIOSIS, OWLLATORY FACTOR, HORMONAL FACTOR, SPERM MORPHOLOGY, NO#OF EMBRYOS TRANSFERRED, COMBINED 100 7
EE {DURATION OF INFERTILITY (WEARS), MEDICAL DISORDERS, TUBAL INFERTILITY, SPERM MOTILITY, SPERM VITALITY, NO#FOF OOCY TES RETRIEVED, MALE FACTOR OMLY 100 7
a3 {DURATION OF INFERTILITY (WEARS), STAGES, LIGUEFACTION TIME, SPERM CONCEMNTRATION, SPERM “ITALITY, NO#OF OOCY TES RETRIEVED, COMBINED FACTOR} 100 7
EEl {DURATION OF INFERTILITY (WEARS), LIGUEFACTION TIME, SPERM CONCENTRATION, SPERM VITALITY, NOROF OOCY TES RETRIEVED, FEMALE FACTOR ONLY , COMBINED F 100 7
S {DURATION OF INFERTILITY (WEARS), BMICF), SPERM CONCENTRATION, SPERM MOTILITY , SPERM MORPHOLOGY, NOROF EMBRYOS TRANSFERRED, COMBINED FACTOR | 100 7
S6 {DURATION OF INFERTILITY (WEARS), BMICF), SPERM CONCENTRATION, SPERM MOTILITY , SPERM MORPHOLOGY, NOROF EMBRYOS TRANSFERRED, FEMALE FACTOR OMNLY 100 7

Fig 4.Reduct sets produced by Genetic algorithm
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The reduct sets produced by Genetic algorithm epécted
in Fig.3, where the genetic algorithm produces 86
combinations of reduct sets.

4.3.2 Results and Discussion

The reduction rule explains the rule support, gitgbi
length, coverage and accuracy. Each row of thectexiu
rule is called descriptors (Attribute value). The left hand

' Rosetta - [ivf reduction set rule]

T Fle Edt View Window Help

Dlalel 122/ 89|

Vol-1, Issue-5, PP (1-8) Sep-2@13

side of the rule is called the antecedent and figimd side
of the rule is called consequent. This reductigle result
used in the classification process. This rulesisduto make
the confusion matrix. = The reduction rules getestaare
given in Fig. 5 and confusion matrix generatediigeg in

Fig.6.

Rule

‘LHS Su|)|)ort|RHS Support‘ RHS Accuracy|LHS Coverage|RHS Covemge‘ RHS Stal)ility‘ LHS Leng1h|RHS Length

1 AGE(F)(25) AND HOROF QOCYTES RETRIEVED(4) == IMF TREATMENT(SUCCESS) 2
2 |AGEIF)(25) AND NOROF OOCYTES RETRIEVED(!4) == WF TREATWENT(SUCCESS)

3 |AGEIF)(23) AND NOROF OOCYTES RETRIEVED(! ) == IF TREATWENT(UNSLICCESS)

4 |DURATION OF INFERTILITY (YEARS(11) == IWF TREATMENT(SUCCESS)

5 |DURATION OF INFERTILITY (YEARS](13) == IWF TREATMENTILNSLICCESS)

B |DURATION OF INFERTILITY (YEARS](10) == IWF TREATMENT{LNSLICCESS)

7 |DURATION OF INFERTILITY (YEARS](24) == IWF TREATMENT{LNSLICCESS)

@ |DURATION OF INFERTLITY (YEARS)(E) == IVF TREATMENT(SUCCESS)

9

DURATION OF INFERTILITY (YEARS)(13) == IVF TREATMENT(SUCCESS)

i
p

1

( ) 2
( ) 7
( ) 1
( 1(6) 3
( ik 1
10 |DURATION OF INFERTILITY (YEARS)) =» I/F TREATMENT{NELICCESS) i
11 |DURATION OF INFERTILITY (YEARS)(4) =» I/F TREATMENT(SLICCESS) 1
12 |DURATION OF INFERTILITY (YEARS)(S) == I/F TREATMENT(LNSLICCESS) 2
13 |DURATION OF INFERTILITY (YEARS)(30) = VF TREATMENT(UNSLICCESS) 1
14 |DURATION OF INFERTILITY (YEARS)13) = VF TREATMENT(SUCCESS) 1
15 |DURATION OF INFERTILITY (VEARS)(E) AND HORMONAL FACTOR(HT) =» IF TRESTHENT(SLICCESS) 1
18 |DURATION OF INFERTILITY (VEARS)(3) AND HORMONAL FACTOR(HT) == IVF TRESTHENT(LINSLICCESS) 1
17 |DURATION OF INFERTILITY (YEARS)(14) AKD SPERM CONCENTRATION17) => vF TREATMENT(SUCCESS) 1
18 |DURATION OF INFERTILITY (YEARS)(7) AND SPERM CCHCENTRATION(17) =» I/F TREATMENT(LINSLICCESS) 1
13 |DURATION OF INFERTILTY (YEARS)(12) AKD TUBAL IFERTLITY(T0) = IVF TREATWENT(SUCCESS) 2
0 |AGE(F)25) AND WEDICAL DISORDERS(MS) = vF TREATVENT(UNSLICCESS) 1
21 |AGE(F)(35) AND WEDICAL DISORDERS(ME) = VF TREATVENT(SUCCESS) 1
22 |DURATION QF INFERTILITY (VEARS)(12) AND NOROF EWBR'YOS TRANSFERRED(4) => IvF TREATMENT(UNSLCCESS) 1
73 |AGE(F)(25) AND STAGES(15) =» IF TREATMENT(SLICCESS) 2
24 |AGE(F)(25) AND DURATION OF INFERTILITY (YEARE)(3) =» IVF TREATMENT(SLICCESS) f
25 |DURATION OF INFERTILITY (YEARS)(8) AND ENDOMETRIOSIS({ ) =» IVF TREATMENT(LINSLICCESS) i
6 |DURATION OF INFERTILITY (YEARS)(12) AND ENDOMETRIOSIS(1) == IVF TREATMENT(SLCCESS) i
|77 |DLRATION OF INFERTILITY (YEARS)(2) AND NOKOF 0OCYTES RETRIEVED(2) =» IVF TREATMENT(SLCCESS) i
8 |DURATION OF INFERTILITY (VEARS)(S) AND NOKOF OOCYTES RETRIEVED(Z) =» IVF TREATMENT(LINSLICCESS) |1
28 |DURATION OF INFERTILITY (VEARS)(T) AND OVLLATORY FACTOR(QV1)=» I/F TREATMENT(SLICCESS) i
30 |AGE(F)(25) AND EM(FY(29.9) == IvF TREATMENT(SLICCESS) 1
31 |DURATION OF INFERTILITY (VEARS)() AND MALE FACTCR ONLY(Y) = IVF TREATWENT(UNSUICCESS) 2
32 |AGE(F)(35) AND COMBINED FACTOR(C) =» h/F TREATHENT{LINSLICCESS) 5
33 |SEMEN EJACLLATE YOLUME(Z) AND NCROF OOCYTES RETREVED(E)=» IF TREATHENT(LINSLICCESS) 2
i

34 [DURATION OF INFERTILITY (VEARS)!2) AWD MEDICAL DISORDERS(M ) == MF TREATMENT(SUCCESS)

2 10 (035068 0074074 10 2 1
1 10 0017544 0037037 10 2 1
2 10 (035068 1156557 10 2 1
2 10 (035068 0074074 10 1 1
2 10 (035083 11 0BGEET 10 1 1
7 10 0122807 1233333 10 1 1
1 10 0017544 0033333 10 1 1
3 10 0052632 01111 10 1 1
1 10 0017544 0037037 10 1 1
1 10 0017544 0033333 10 1 1
1 10 0017544 0037037 10 1 1
2 10 0035033 1086857 10 1 1
1 10 0017544 0033333 10 1 1
1 10 0017544 0037037 10 1 1
1 10 0017544 0037037 10 2 1
1 10 0017544 0033333 10 2 1
1 10 0017544 0037037 10 2 1
1 10 0017544 0033333 10 2 1
2 10 0035033 0074074 10 2 1
1 10 0017544 0033333 10 2 1
1 10 0017544 0037037 10 2 1
1 10 0017384 0033333 10 2 1
2 10 0035088 0.074074 10 2 1
4 10 0070175 0146146 10 2 1
1 10 0017544 0033333 10 2 1
1 10 0017544 0037037 10 2 1
1 10 0017544 0037037 10 2 1
1 10 0017544 0033333 10 2 1
1 10 0017544 0037037 10 2 1
2 10 (035083 0074074 10 2 1
2 10 (1035083 1110B68E7 10 2 1
3 10 0.087H9 11186857 10 2 1
2 10 0035083 1086857 10 2 1
1 10 0017544 0037037 10 2 1

Fig 5. Reduction rule generated

4.3.3 Classification process

In ROSETTA classification algorithm, the reductiare is
used for the classification process.The reductide helps
to produce the classification result.

=" Rosetta - [ivf data classification result]

__ 1 Fil= Edit Wieww Window Help
[ | = | el | | =| 2|
Predicted
SLUICCESS LMNSLICCESS
ctuml SIS CESS 17 <+ 0O.S09524
UMNSUCCESE 25 10 D.2FFF7S
0.5395549 0.71 42586 0. 47356549
Class UMNZEUCCESS
Ares 0.511905
RoOC =tdd. error 0.O7I7EGE
Thr. co, 171 0604
Thr. acc. [mjiu]

Fig 6. Confusion matrix generated
Confusion matrix (or) contingency table (or) emaatrix:

A confusion matrix is a specific table layout thatows
visualization of the performance of an algorithypitally
a supervised learning one. Each column of the matri
represents the instances in a predicted classe whith row

© 2013, IJISRCSEAIl Rights Reserved

represents the instances in an actual class. Tine stems
from the fact that it makes it easy to see if thstem is
confusing two classes (commonly mislabeling one as
another). The confusion matrix is often called
the contingency table or the error matrix (see Fjg.

A confusion matrix is a table with two rows andotw
columns that reports the number offalse positives
(FP), false negatives (FN), true positives (TP)d tine
negatives (TN). This allows more detailed analysan the
mere proportion of correct guesses (accuracy). Ramuis

not a reliable metric for the real performance afassifier,
because it will yield misleading results if the alaet is
unbalanced.

Predicted
- +
Actual - TN FP
+ FN TP

Fig. 7. Confusion Matrix
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Sensitivity (true positive rate (TPR)) = TP / (THFN)
1-Specificity (false positive rate (TNR)) = TNTN + FP)

PPV =TP /(TP + FP)
NPV =TN/ (TN + FN)
Accuracy = (TP +TN)/(TP + FP + TN + FN)

The classification result TPR and FPR calculation
Sensitivity for actual=TP/(TP+FN)=17/(17+4)= 0.823
Specificity for actual =TN/(TN+FP)=10/(10+26)= 027778
Sensivity for predicted =17/(17+26)= 0.395349
Specificity for predicted =10/(10+4)= 0.714286
Accuracy=(TP+TN)/TP+FP+TN+FN=0.473684

V. RESULT &DISCUSSIONS

Influential parameters obtained through applyinggto set
theory areAGE (F), BMI (F), DURATION OFFERTILITY
(YEARS), ENDOMETRIOSIS, STAGES,
HORMONALFACTOR, MEDICAL DISORDERS, TUBAL
INFERTILITY, OVULATORY FACTOR, SPERM EJACULATE
VOLUME, SPERMCONCERTRATION, COMBINED FACTOR.

These influential parameters show the list of I'\é6t$ and
information which has an impact on determining the
success rate of IVF treatment on particular patient A
receiver operating characteristic (ROC), or sinpQC
curve, is a graphical plot which illustrates thefpenance
of a binary classifier system as its discriminattbreshold
is varied. It is created by plotting the fractioritruie
positives out of the positives (TPR = true positiate)
vsthe fraction of false positives out of the negzgi (FPR =
false positive rate), at various threshold settifidés ROC
curve used in false positive rate of batch classifind
standard voting result vs. true positive rate oficha
classifier and standard voting result. The comparishows
that the Standard voting classifier result mordnoal than
Batch classifier performance.

ROC graph
1.2

E 1 Seriesl

[

£ 08 /

& /

.023 0.6 —— /

% 04 0

& / ={li—roc plot for
o 0.2 .

S predicted
)

0 1 2

False Positive Rate (FPR)

Fig. 8. ROC graph for comparing two classifiers
Comparing the two classifier results, the falsendsad
voting classifier result is more accurate than tiach
classifier performance in the same threshold vgbee
Fig. 8).
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Ls ROC graph
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B roc plot for predicte
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Fig. 9. Comparison between actual and predictedeval
In Fig. 9, the graph shows the result of the défee
between the actual and predicted values of thedatdn
voting classifier. The classifier prediction showise
accuracy of 50%.
5.1Classification accuracy graph

classification accuracy graph
1.2
1 .
/ = batch classifer
508 X
o
‘_ov 0.6 / - /\ standard
2 voting
804 // \ classifier
0.2 —/ batch classifier
0 T T 1
0 0.5 1 1.5
predicted output

Fig. 10. Classification accuracy graph

Line curve indicates the results produces by tlamdstrd
voting classifier. The dotted curve shows the ltssu
produced by batch classifier. The Line curve isseldo
accurate. Compare to standard voting and batclsifitas
results, the standard voting classifier producesatcurate
result. Because the perfect classifier producesrésult
(1,1). The above graph results, the standard gajiraph
result closed to perfect classification result. efigiore the
standard voting classifier is a better classifier this
application. The classification accuracy graptiustrated
in Fig. 10.
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6. CONCLUSION

Rough set is an efficient tool for handling theglaamounts
of data and extracting useful information. Whemparing
with other traditional technique, rough set produdke
optimal result for large quantities of data. listhesearch
work, rough set reduction technique is used to ade¥pthe
optimal reduct set without changing the knowledfehe
original set. In the experiments, in vitro fertdtion medical
datasets are used in this analysis process, thectied
algorithm produces the result factors which afféloe
success rate of the IVF treatment. ROSETTA todki
implemented in this analysis process. In ROSETda@kit,
the Johnson reduction algorithm used in this aimlys
process and to predict the optimal reduct set. The
experimental results show that the rough set théorgn
efficient tool for identifying influential paramete in
determining the success rate of IVF treatment amd t
technique could be useful for Doctors to prescrihe
treatment type to the infertility patients.
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