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Abstract: This paper describes Genetic Algorithm, which nairg the accuracy of the output of a system. Heze w
discuss about the control method of Genetic Alanitool on a Servo System. Our objective is to dedhe best tuning
method among Genetic algorithm and other conveatinming methods. The paper presents details ®mltorithm and
implementation, including the major components im design: recombination, mutation, fitness functi®he algorithm
was implemented with Genetic Algorithm tool in MAARB R2010 for performance evaluation. The simulatdhowed
that the algorithm helped the output to be supen@r all the other conventional methods of tunifigst of all the actual
response of a “servo-system” is evaluated anditie domain specifications are noted. Thereafter sihecifications with
variations of parameters are compared with origiyatem values after the system is tuned by ZeNienols and Tyreus-
Luben method. A greater improvement is observet thi¢ tuning method of Genetic Algorithm.
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1. INTRODUCTION have been proposed to improve system performatioes,

A servo is a closed-loop system [10], [11] with atege conventional Pl / PID controllers are still dominant in
feedback. To work the servo system properly, teeliack ~ majority of real-world servo system&I|D Controller [7]
must always remain negative, otherwise the sercomes S by far the most widely used control algorithmtire
unstable. In practice, it's not as clear-cut as.tfihe servo ~ Process industry and improvements in tuning of
can almostbecome an oscillator, in which case it PID controllers will have a significant practical impac
overshoots and rings following a rapid change atiiput. on its performance. ThePID controller has three
principal control effects. The proportional (P)iant[1],
Tuning a servo system means to adjust the chaistater [2], [3] and [13] gives a change in the controltartput
of the servo so that it follows the input signalcéssely as  directly proportional to the control error. Thedgtal (1)
possible. Any closed-loop servo system, whethelognar  action gives a change in the controller output propnal
digital, will require some tuning. Tuning is nec@ssin a  to the integral error, and its main purpose is ltmiaate
servo system to reduce the system error. A serstesyis  offset. The less commonly used derivative (D) acti®
error-driven, in other words, there must be a diffte  used in some cases to speed up the responsetabiize
between the input and the output before the serilo w the system, and it gives a change in the controllgput
begin moving to reduce the error. The “gain” of #ystem  proportional to the derivative error. The overalhtroller

determines how hard the servo tries to reduce e &\ 15t/ is the sum of the contributions from these three

high-gain system can produce large correcting tsqu . . .
when the error is very small. A high gain is reqdiif the ~ (€'MS. Equation (1) below provide the basic formtta

output is to follow the input faithfully with miniad error. PID filter equations in the continuous time domain and
the discrete time domain respectively.

In this paper a servo system is tuned BAID tuning

method and Genetic algorithm method and the main F KdE(t)

objective is to compare the effectiveness of thnséng Vo = KpE(t)+ Ki j E(t)+T ------------ 1)
methods. The basic continuous feedback controker i 0

PID controller which posses good performance.

However, Genetic Algorithm [1] is adaptive enougilyo ~ There was a lot oPID tuning techniques [10] developed
with flexible tuning. Although many advanced comhtro since the popular [2], [12] Ziegler-Nichols meth@egler
techniques such as self-tuning control, model ezfee  and Nichols (1942)) appeared. Some of thd3¢D
adaptive control, sliding mode control and fuzzyntcol tuning methods were evaluated by Ho et al (1996pyT
are all together not very reliable (Schlegel (20G) they
are only heuristic and based on one nominal process
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most reputable tuning rules wass the main operation to search the solution spautedoes

authored by Astrom and Hagglund (2006) where aelarg not guarantee the reachability of the entire sofuspace

benchmark set of processes was integrated intdehign
procedure. Though Engineers and Scientists

with a finite population size. Mutation improvesaseh
havepace by introducing new genes into the populatgith

developed a number of servo compensation scheners ovcrossover and mutation there is a high risk that th
the years, yet the overwhelming favorite for motor optimum solution could be lost as there is no guae

positioning is PID loop. The PID position loop [8]
requires us three values: the position loop gdf),{, the

integral gain (K, ) and the derivative gaini,). Even for
the basic servo system, modern motion vendors geoai

collection of additional options. The most commoh o

these are an integrator limit, feed-forward gaimmtor
bias, and frequency-domain filtering such as ndiitlrs
or band-pass filters [1]. Cascaded velocity / positoops
are both tuned inside and outside, and either douive
parameters are set by the user. The inner veldodp

(usually a Pl controller) is tuned first, and then the outer

position loop (generally either 81 or PID controller)
is tuned.

In this paper, genetic algorithm is used to caleuthese
parameters. Genetic algorithm
procedure that mimics the natural process of ei@mi|g].

It is a part of evolutionary computing, a rapidlsoging
area of artificial intelligence Al). It is inspired by
Darwin’s theory of evolution [4] called “Survivalf dhe
fittest”. It works by evolving population of solotis over a
number of generations. For each generation, sokitaye
selected from the population based on the fithedaev
These solutions by crossover (merging previoustisuis)
and by mutation (modifying the solutions) generagsv
population [6]. Since it searches many peaks iralfy
the trapping at local minima is avoided. Genetigakithm
works on a collection of several alternative solos called
population. Each solution or individual in the ptaiion is
called chromosome and individual character in tisis
called genes. To obtain better solutions (poputatioom
existing one, a new generation is evolved in etafation
of the Genetic Algorithm [14]. The generation gapthe
fraction of individuals in the population that aeplaced
from one generation to the next. Based on thigetlaee
two basic Genetic Algorithm approaches, called &mp
Genetic Algorithm and steady state algorithm. Gatien
gap is equal to one in the simple Genetic Algoritamd is
less than one for the other approach. Generatian réw
population involves various steps. First evaluatzhe
individual of the population by a user defined dits
function, which is opposite to the error functiohhen
highly fit individuals are selected from the popida for
reproduction. Selected individuals form pairs ahlle
parents. Different operations for reproduction
crossover and mutation.
portions of two parents are combined to produce rexw
individuals, called offspring. This provides a manism

that these operators will preserve the fittestngtriTo
counteract this, a mechanism is used in which, st
individual from a population is saved in the new
population. Neighbors of the good solutions areo als
included in the new generation to improve the dearc
process. When these neighbor solutions of the iegist
chromosome are evaluated by the algorithm,
convergence with finer tuning could be achievedusTh
considerable improvement in the solution qualitylddoe
obtained. In Genetic Algorithm the initial geneoatican
be random or user specified. After the reproductimew
generation will replace the old one and evolvelstime
stopping criterion is met. The total process ofletion is
shown by a flowchart, later in this paper.

2. METHOD OF APPROACH

is a computationalThe conventional method for tuning a servo systenone

by PID Controller. Here we will be discussing briefly on
the tuning methods of (1PID Controller (2) Ziegler-
Nichols method and (3) Tyreus —Luben method.

2.1.P CONTROLLER

The basic block diagram oPID controller is shown
below. A PID controller calculates an “error” value as
the difference between a measured process varalolea
desired set-point. The controller attempts to minarthe
error by adjusting the process control inputs.

. 4
=]

-

System

b 4
-

Fig.1. Block diagram of?ID controller

2.1.1. EVALUATION

areThe use of thePID algorithm for control does not
In the crossover operationguarantee optimal control of the system or systeiilgy.

The choice of method will depend largely on whetber
not the loop can be taken “offline” for tuning, atite

for the chromosomes to mix and match their degrabl response time of the system.

qualities in forming offspring. For each pair ofreats,
crossover is performed with a crossover probabiRy.

New features can be introduced into a population b

mutation. It produces random changes in the offigpwith
a probability called mutation probability?}, . Crossover
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2.2. ZIEGLER-NICHOLS METHOD

yStepl: Determine the sign of process gain.

Step2: Implement a proportional control and intreidg a

new set-point.

faster
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Step3: Increase proportional gain until sustainedoglic Control Type Ke t,

oscillation. P| control K, /32 22P,

Step4: Record ultimate gain and ultimate perilg;and PID contrd K /2.2 22P P/63
u " u u .

P 2.3.1 EVALUATION

u
Step5: Evaluate control parameters as prescribed bfS @n alternative to the table above, another &irong
Ziegler and Nichols. values have been determined by Tyreus and Luben
It is performed by setting the “” (integral) andd™  forPland PID, often called the TLC tuning rules. These
(derivative) gains to zero. The “P” (proportionajain,  values tend to reduce oscillatory effects and imero

K, is then increased (from zero) until it reaches thefobustness.

ultimate gainK , at which the output of the control loop 2.4. GENETIC ALGORITHM METHOD
The flowchart below shows the whole process of
evaluation more clearly.

oscillation period, are used to set the P, I, D gains

oscillates with a constant amplitudeK, and the

depending on the type of controller used.

. B SEED POPULATION
Table 1. Controller value for Zeigler-Nichols metho GENERATE AND GENES'S
Contr0| T e INDIVIDUALS
yp K, K, Ky |
SCORING: ASSIGN
P 0.5 Ku FITNESS TO EACH
]
Pl 045K, | 12 (Kp/FL) -
SELECTTWO
NATURAL SELECTION INDIVIDUALS:
PID 06 KU 2 (KD/PU ) (K p/PU ) PARENT | AND PARENT 2
2.2.1. EVALUATION REPRODUCTION BECHON OE
OPERATOR TO CROSSOVER
RECOMBINATION PRODUCE OFF-SPRINGS
Z-N tuning creates “quarter wave decay”. This is an |
i SCORING: ASSIGN CROSSOVER
acceptable result for some purposes, but not opfonall TS ToArSPRNGS sl
applications. The Z-N tuning rule is meant to gikdD
loops best disturbance rejection performance. $btsng SURVIVAL OF THE FITTEST Sow
typically does not _ give very gooq com_mand tracking || [ ey reracavent
performance. Z-N yields an aggressive gain andstnert e
_ i i i i inimi ali YES APPLY MUTATION OPERATOR TO
some application wish to instead minimize or eigte ROINAL O

overshoot, and for these Z-N is inappropriate.

SCORING: ASSIGN FITNESS TO
Al OFF-SPRING

MUTATION
FINISHED

2.3. TYREUS-LUBEN METHOD

The Tyeurs-Luben tuning method is another heuristig
tuning approach for minimizing error and giving teet
output. We can see difference by applying theofeihg

steps. . . . 3. EXPERIMENTAL RESULTS
Stepl: Determine the sign of process gain.

YES
Fig.2. Flowchart of Genetic Algorithm

. - The experiment is performed by using the software
Step2: Implement a proportional control and intr@dg a MATLAB R2010. In MATLAB we can tune the system

new set-point. with or without PID controller. During tuning without

Step3: Increase proportional gain until sustainedoplic PID F:ontroller there is a problem of oversho.ot that
occurs in the system. Thereby, we prefétD tuning.

oscillation. For PID tuning there are two methods such as: 1.
Step4: Record ultimate gain and ultimate peribd, Zeigler-Nichols method_an(_j 2. Tyre_us-Lubgn mettitat
the best method for tuning is Genetic Algorithm Inoet as
andP . it gives much improved result in comparison with tither
. methods. The experimental results are cited inréigLs,

Step5: Evaluate control parameters as prescribed b§(2), 4(b) and 5 below based on the following trorder

closed loop transfer function,
Tyreus and Luben.

&(s) = 100
Table 2. Controller value for Tyreus-Luben method 01s® + 252 +125¢< + 25
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Fig.4(b) Tuning by Tyreus-Luben
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Comparison of all GA methods
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4. DISCUSSION

From the experimental results shown in fig. 3, 4¢&b)

and 5 it is observed that , tuning witRID controller
method, which involves Zeigler- Nichols and Tyreus-

60

80
Time

100

Fig.5. Comparison of all Genetic Algorithm methods

140

control method. These methods are efficient to ehsz
peak overshoot, rise time as well as settling time.

Luben method, gives much better result than manual percentage error also decreased.

Table 3. Comparison among manual tuning, conveatituming

However, by usingPID controller , the steady state
value of the system has been reached to 1 andeso th
steady state error has been decreased and asasvell

PARA-

METERS Rise time | Settling time | Peak overshoot| Steady | Steady statgq Percentage erro
TUNINGMETHODS state value error

WITHOUT P CONTROLLER
MANUAL TUNING |0.723 1.29 1.1926 0.8 0.3926 49
WITH P CONTROLLER

ZEIGLER-NICHOLS | 0.52 0.32 1.237 1 0.237 23.7
TYREUS-LUBEN 0.87 0.58 1.15 1 0.15 15

Table 4. Comparison among different Genetic Aldgonitmethods of tuning

PARA Steady Steady | Percentage erro

METERS Rise | Settling time| Peak overshoot state value| state error Best
TUNIN time value
METHOD

WITH GENETIC ALGORITHM

ISE 1.79 1.36 1.24 1 0.24 24 0.3816
ITAE 2.35 1.85 1.114 1 0.114 11.4 0.7427
MSE 3.5 2.35 1.085 1 0.08 8 114.87
IAE 2.7 1.95 1.04 1 0.04 4 0.2409

©2013,IJSRCSE All Rights Reserved

12



ISROSET- IJSRCSE

Comparing Tables 3 and 4 it reveals that, the tnin  [5].
method with genetic algorithm is much better thha t

tuning method with PID controller. Less number of
overshoots and decreased steady state error has bee [6]-
observed in Genetic Algorithm methods of tuningréde
percentage error has been reached to a nomina.valu
Genetic Algorithm method is no doubt most efficient
method in comparison with other conventional method
Still there is a comparison among the sub-methdds o
Genetic Algorithm, i.e. ISE (Integral Square ErfdMAE
(Integral Time Absolute Error), MSE (Mean Square
Error), IAE (Integral Absolute Error). Result showsat
peak overshoot has been decreased gradually fr&nolS [8].
IAE. So, the steady state value has also been al=mle
from 0.24 to 0.04. percentage error has been demilea
from 24 to 4. So, IAE gives the best result among t
above four sub-methods of Genetic Algorithm anthwi
other conventional methods also.

(7.

(9.

[10].
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