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Abstract— the purpose of this experimental research is to present algorithm for reading contents of documented image. Most of the 

information that is available today in the world is in printed medium. Printed data has hindered storing, exchanging and processing of this 

information electronically. Converting  them  from  printed  to electronic  medium  is  time  consuming as well as  expensive  as  well. These  

factors  have  motivated  people  to  develop  automated  systems  to  perform such task. Optical  Character  Recognition  (OCR)  is  an  

important  technique  which is  very  popular  among  research  and  technical  communities.  As a result of these research and development 

activities several OCR applications are being made available in the market. In this paper, we propose two separate modules to determining 

the paragraphs and lines in of a document page which is independent of languages. 
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I. INTRODUCTION 

Optical Character Recognition (OCR) is an automated 

process of translating an input document image into a 

symbolic text file. The input document images can come 

from a large variety of media, such as journals, news- papers, 

magazines, memos, etc. The format of any document image 

can be digitally created, faxed, scanned, machine printed, or 

handwritten. The output symbolic text file from an OCR 

system can include not only the text content of the input 

document image but also additional descriptive information, 

such as page layout, font size and style, document region 

type and confidence level for the recognized characters. 

A complete OCR system includes a full suite of processes 

from skew correction, binarization, segmentation; text and 

non-text block classification, line, word and character 

segmentation and character recognition to final 

reconstruction. For an optical character recognition (OCR) 

system, segmentation phase is an important phase and 

accuracy of any OCR heavily depends upon segmentation 

phase. Incorrect segmentation leads to incorrect recognition. 

Document segmentation is recognized as a hard problem and 

it may not be possible to formulate a single algorithm, which 

works for all kinds of documents. Segmentation phase 

includes block, line, and word and character segmentation. 

Before word and character segmentation, line segmentation 

is performed to find the number of lines and boundaries of 

each line in any input document image. Incorrect 

segmentation may result in decrease in recognition accuracy. 

Text extraction plays a significant role in document retrieval 

and storage systems. In this paper recursive cuts based on top 

down approach have been implemented using MATLAB. 

The entire input document page is the root node and the 

resulted blocks of final segmentations are the leaf nodes. 

Module 1 segments all paragraphs and Module 2 segments 

all lines from the document image.  

II . OBJECTIVE 

The aim is to identify and implement the improved 

mechanism to segment the pages scanned by an OCR as 

compared to the existing algorithms used to segment the 

pages to enhance the efficiency and accuracy level of the 

system. It aims to develop an algorithm, which can adapt to 

various document styles and can be robust in the presence of 

noise and skew. Segment the document into separate regions 

like blocks, lines, and words 

o Separate the blocks using the X-Y cut 

algorithm. 

o Separate the lines from the blocks.  
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III.  LITERATURE SURVEY 

There are two types of page segmentation mechanisms, 
physical and logical. Physical page segmentation is a process 
of dividing a document page into homogeneous zones. Each 
of these zones can contain one type of object. These objects 
can be of any type text, table, a figure, a halftone image etc. 
Logical page segmentation is a process of assigning logical 
relations to physical zones. For example, reading order labels 
order the physical zones in the order in which they should be 
read. In the same way assigning section and sub section labels 
to physical zones creates a hierarchical document structure. 
Page segmentation is a very crucial preprocessing step for any 
OCR system. In different cases, OCR engine recognition 
accuracy depends heavily on page segmentation algorithm’s 
accuracy. For instance, if a page segmentation algorithm 
merges two text zones horizontally then the OCR engine will 
recognize text across text zones and hence generate 
unreadable text. 

 

Document Image Layout analysis- 

 Document image layout has a hierarchical (tree like) 

representation, with each level encapsulating some 

unique information that is not present in other 

levels. 

 The representation contains the complete page in 

the root node, and the text blocks, images and 

background form the next layer of the hierarchy.  

 The text blocks can have further detailed 

representations like text lines, words and 

components, which form the remaining layers of the 

representation hierarchy.  

 Document image layout analysis is a crucial step in 

many applications related to document images, like 

text extraction using optical character recognition 

(OCR), reflowing documents, and layout-based 

document retrieval.  

 Layout analysis is the process of identifying layout 

structures by analyzing page images.  

 Layout structures can be physical (text, graphics, 

pictures . . .) or logical (titles, paragraphs, captions, 

headings . . .). 

 The identification of physical layout structures is 

called physical or geometric layout analysis, while 

assigning different logical roles to the detected 

regions is termed as logical layout analysis.  

 The geometric page layout of a document is to 

specify the geometry of the maximal homogeneous 

regions and their classifications (text, table, images, 

drawing, etc.).The task of a geometric layout 

analysis system is to segment the document image 

into homogeneous zones, each consisting of only 

one physical layout structure, and to identify their 

spatial relationship (e.g. reading order). 

 Logical page layout analysis is to determine the type 

of page, assign functional labels such as title, logo, 

footnote, caption, etc., to each block of the page, 

determine the relationships of these blocks and 

order the text blocks according to their reading 

order as a one dimensional stream a linear search 

reveals the document regions at each scale levels in 

a nested fashion as text block, text lines and 

graphics. 

 

Techniques for page segmentation and layout analysis-   
 

 Texture based and Non texture-based-. 

 

 The texture-based methods consider a document 

image as a composite of textures of different 

classes. With this approach, various well-known 

texture segmentation techniques can be used but 

should be modified correspondingly to fit to special 

cases.  

 While the non-texture-based methods apply other 

image processing techniques (for example, to use 

various splitting-and-merging strategies) to this task 

and do not treat the image as texture.  

 Strategy based-  

 

 Page segmentation algorithms can be categorized 

into three classes: top-down approaches (or model-

driven), bottom-up approaches (or data-driven), 

hybrid approaches.  

 Top-down techniques start by detecting the highest 

level of structures such as columns and graphics, 

and proceed by successive splitting until they reach 

the bottom layer for small-scale features like 

individual characters. In top-down methods, a 

document is segmented from large components 

(high-level) to smaller, more detailed, sub-

components (lower-level). It starts by segmenting 

the document into large blocks and then analyses 

them in order to achieve separation of the characters 

in the text blocks. Top-down algorithms start from 

the whole document image and iteratively split it 

into smaller ranges. The splitting procedure stops 

when some criterion is met and the obtained ranges 

constitute the final segmentation results. The X-Y 

cut by Nagy et al and the shape-directed-covers-

based algorithm by Baird et al. are top-down 

algorithms. 
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 Bottom-up methods start with the smallest elements 

such as pixels, merging them recursively in 

connected components or regions of characters and 

words, and then in larger structures such as 

columns. The bottom-up method, starts by first 

segmenting the document into small blocks such as 

characters, and then merges them into bigger blocks 

as words and then text lines. Bottom-up algorithms 

start from document image pixels and cluster the 

pixels into connected components which are then 

clustered into words, lines, or final zone 

segmentations. The Docstrum algorithm of 

O’Gorman, the Voronoidiagram- based algorithm of 

Kise et al., the run-length smearing algorithm of 

Wahl et al., the segmentation algorithm of Jain and 

Yu , and the text string separation algorithm of 

Fletcher and Kasturi are typical bottom-up 

algorithms. 

 To some extent, hybrid algorithms are a mix of the 

above two approaches. Pavlidis and Zhou proposed 

a hybrid algorithm using a split-and-merge strategy. 

IV. PROPOSED APPROACH 

XY-Cut for Segmentation of Page Image- 

 
The method consists in finding the widest empty 

rectangle(s), or valley(s) entirely crossing the page either 
vertically or horizontally. The page is then segmented in 
blocks, which are shrunk to fit their content closely. The 
method applies again recursively to each block. It stops when 
no sufficiently large valley can be found in any of the created 
blocks, which become the final image segments. 

 

 XY-Cut for Text Ordering- 

 

The XY-cut algorithm induces an order among the blocks 

generated in hierarchy, in particular among leaf blocks. 

Typically, for a western conventional reading order, ordering 

the block hierarchy of block in a top-to bottom left-to-right 

way leads to the expected order, as illustrated by figure 

below.                                                      

 

Figure3-   Ordering of blocks 

 

Proposed approach- 

 

Figure4- Example of all the possible horizontal and vertical 

cuts defining blocks of a page. 

The left side three possible horizontal cuts (A. B, C) defining 

four possible blocks (1, 2, 3, and 4). Within each block, the 

possible vertical cuts are shown in red (a, b, c). Seven 

choices are offered here: taking only one of the horizontal 

cuts, two of them or all of them. The right side shows the 

preferred cuts (B, C to make a + b possible for the first 

block). 

 
In more detail, the block cutting process becomes: 

 

1. Given a block to segment, the method enumerates all 

possible horizontal cuts; (A, B and C on the previous figure) 

2. For each block potentially created by an enumerated 

horizontal cut, the method enumerates all possible vertical 

cuts inside it; ((a) (b, c) (e)) 

3. A (possibly empty) set of horizontal cuts is chosen so as to 

permit the best possible series of enumerated vertical cuts, 

given the score function. 

4. The selected horizontal cuts are performed, and then for 

each created block the set of associated vertical cuts is 

performed as well. 

5. Return to step 1 for each created block until no further cuts 

are possible. 

Module 1- 

PAGE SEGMENTATION- 

Module 1 works on document images and does the 
segmentation on the block level. This module has a recursive 
function named as paragraph ( ) which gives the optimal cuts 
in the input document image given to it in order to separate 
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the paragraphs from it. On the basis of the intensity of the 
pixels the breakage points are defined for cuts. Threshold 
value gives the optimum value for the cut to be enabled as per 
the document. 

 

Steps used in algorithm- 

1. Reading the Document image. 

2. Converting it into binary image. 

3. Defining the matrix of its size. 

4. Defining the breakage points. 

5. Setting the threshold value for the cuts. 

6. Within the loop with every cut the bounding box is 

defined around each paragraph. 

 Module 2- 

LINE SEGMENTATION 

Module 2 takes a paragraph or any document image as an 

input and a function named as “lineext” is called, which 

works recursively to extract the lines from that document. 

Line segmentation is an operation that belongs to the page 

segmentation class of problems. Although grey level images 

can be used, in general the segmentation is performed on 

binary version of the images. This will improve the 

recognition rate since that helps the algorithm to differentiate 

the background and the foreground by inspecting the pixel 

intensity. The threshold for corresponding binary values is 

determined dynamically by inspecting the most frequent and 

least frequent pixel intensities. When a binary values are 

available for a document, extraction of the text lines can be 

done by a connected component collection and grouping. We 

first generate the connected component representation based 

on the pixel intensities. For each text line pattern, collect all 

the connected components touching the pattern, these 

components together make up the text line. The space 

between text lines should be identified and examined. In a 

page image, text lines belonging to the same paragraph are 

vertically spaced apart by practically the same inter-line 

distance. Text line segmentation is a labeling process which 

consists in assigning the same label to spatially aligned units 

(such as pixels, connected components or characteristic 

points). There are two categories of text line segmentation 

approaches: searching for (fictitious) separating lines or 

paths, or searching for aligned physical units. The choice of a 

segmentation technique depends on the complexity of the 

text line structure of the document. The RXY cuts method 

applied uses alternating projections along the X and the Y 

axis. This results in a hierarchical tree structure. Cuts are 

found within whitespaces. Thresholds are necessary to derive 

inter-line or inter-block distances. This method can be 

applied to printed documents (which are assumed to have 

these regular distances). 

 

Steps used in Module 2 – 

1. Takes a paragraph in the form of document 

image. 

2. Finds the binary values of the image to inspect 

the varying intensities in the image. 

3. Defines the matrix of its size. 

4. Stores the pixel values in the cells of matrix. 

5. Checks the intensity of pixels of the one row if 

found as a white pixel means with value 0 

continues till it is found as 0. 

6. It takes a break when the black pixel is found 

and jumps to the next line and checks again if 

the first pixel of the next row is also a white 

pixel. 

7. It recursively gives cuts within the whitespaces. 

8. The lines so obtained are segmented regions 

around stored in bounding boxes in same file. 

V.  RESULT 

To implement XY Cut page segmentation any scanned 

original document is given as an input and two modules are 

implemented on original document using MATLAB. 

 

Result of module 1 

 

Figure 5 this is the input image given to the module1 as an input for 

the extraction of the blocks from it 
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         Figure6- Showing all the paragraphs obtained after             

implementation of module 1 in Input Image 1 

 
 

Figure 7-Input Image 2 

 

Figure 8-Output of Image 

 

VI. CONCLUSION AND FUTURE WORK 

In this paper two modules have been implemented 

independent of each other and based on the recursive 

approach to perform the horizontal and vertical projections 

and cuts are found within the whitespaces based on the 

varied intensities of the pixels. Thresholds are necessary to 

find out the inter-line or inter-block distances. We need to 

find out the coordinates of the segmented regions in order to 

plot the bounding box around that segmented regions. As per 

the varied document styles and depending upon the style of 

documents it becomes complex to define the optimal cuts in 

the document. The method can be applied to the printed 

documents and are independent of language.     

          

In future the work can be done for reduction of border noise, 

enhancement of the segmentation of paragraphs, lines and 

words from the multicolumn documents and which include 

graphics positions at different places in order to enhance the 

efficiency of the modules for any OCR. Even research work 

can be done to look out for some another mechanism, which 

can work on different font styles and thus makes it 

independent of font styles even.  
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