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Abstract— This study undertakes the development of the Annotated Swahili Digraph Corpus, utilizing a convolutional neural 

network-based model specifically designed for the extraction of digraphs. This initiative addresses a significant gap in the 

availability of dedicated digraph corpora for the Swahili language, which is increasingly needed for various applications in 

Natural Language Processing (NLP). The CNN-based model was accurately crafted to optimize the extraction and classification 

of digraphs, taking full advantage of the annotated features within the corpus. Digraphs are pairs of letters that create distinct 

sounds in a language, and Swahili's linguistic structure presents unique challenges and requirements in this regard. Therefore, 

specialized tools and models are essential for ensuring accurate transcription and efficient speech recognition that cater 

specifically to the nuances of the Swahili language. The resulting Swahili Digraph Corpus comprises a comprehensive collection 

of 31,197 words, each systematically annotated to highlight their respective digraphs. Notably, this corpus features the nine key 

Swahili digraphs: "ch," "dh," "gh," "kh," "ng’," "ny," "sh," "th," and "ng." Furthermore, it includes annotations for vowel 

distribution, showcasing the core vowels "a," "e," "i," "o," and "u." This detailed annotated corpus supports a wide array of NLP 

applications, enabling researchers and developers to utilize accurate linguistic data for tasks such as text processing, machine 

translation, and speech synthesis. Through this dedicated effort, we aim to enhance the resources available for processing the 

Swahili language, ultimately contributing to its greater accessibility in the digital landscape. 
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1. Introduction 
 

Swahili, a significant language in East Africa, presents unique 

challenges for Natural Language Processing (NLP) due to its 

complex linguistic features, particularly digraphs 

combinations of letters representing distinct sounds. Existing 

NLP tools often struggle to accurately process these digraphs, 

leading to issues in applications such as transcription services 

and speech recognition. These challenges highlight the need 

for more specialized resources and advanced models that can 

handle the intricacies of Swahili's phonetic structure 

effectively. 
 

To address this issue, this research develops the Annotated 

Swahili Digraph Corpus using a Convolutional Neural 

Network (CNN)-based extraction model. This initiative aims 

to enhance the accuracy of digraph identification and 

processing in Swahili texts, thereby improving the 

performance of NLP applications related to the Swahili 

language. By bridging the gaps in current language 

technologies, this work seeks to foster better communication 

and understanding within diverse linguistic contexts in East 

Africa, ultimately making language tools more effective for 

Swahili speakers and learners alike. 

1.1 Objective of the Study 

The primary objective of this study is to develop the 

Annotated Swahili Digraph Corpus using a CNN-based 

digraph extraction model. This addresses the challenges of 

Swahili's unique phonetic and linguistic features by: 

2. Creating a comprehensive dataset of Swahili digraphs 

systematically annotated to highlight their phonetic 

properties and vowel distributions. 

3. Enhancing the accuracy and efficiency of Natural 

Language Processing (NLP) applications by improving 

digraph recognition and transcription tasks for the Swahili 

language. 

4. Supporting advancements in Swahili speech recognition, 

transcription, and language modelling by providing a 

robust resource tailored to its unique linguistic features. 

 

4.1 Significance of the Study 

This study is significant as it contributes to the advancement 

of Natural Language Processing (NLP) for Swahili, a widely 

spoken yet under-resourced language in East Africa, by: 

1. Addressing Resource Gaps: Filling a critical gap in 

linguistic resources with a specialized annotated corpus, 

enabling effective training and evaluation of NLP 

models. 
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2. Improving Technological Accessibility: Enhancing the 

usability and precision of transcription, translation, and 

speech recognition tools tailored to Swahili's phonetic 

structure. 

3. Fostering Linguistic Research: Providing a foundational 

resource for further exploration into Swahili linguistics, 

phonology, and their integration into AI technologies. 

4. Supporting Inclusivity: Promoting linguistic inclusivity 

by enabling the development of tools and technologies 

that cater to the unique needs of Swahili-speaking 

communities. 

 

The study's outcomes are expected to drive innovation in NLP 

applications for Swahili and serve as a model for advancing 

language processing for other low-resource languages. 

 

2. Relate Works 
 

The theoretical framework underpinning this study integrates 

established language theories, machine learning principles, 

and optimization techniques, guiding the research design and 

model development. Linguistic theories, particularly those 

related to the phonetics of Swahili, explain the language's 

unique digraph properties and inform the selection of features 

for model training. Distinctive Feature Theory, which 

identifies the smallest unique traits of phonemes, provides a 

systematic approach to categorising language sounds and has 

practical applications in speech therapy, language acquisition, 

and phonetic recognition systems. Formal Language Theory, 

crucial for understanding computational linguistics, offers a 

theoretical foundation for specifying programming languages, 

developing algorithms, and studying computational 

complexity. Optimisation Theory seeks to identify the optimal 

solutions within defined constraints, offering a framework for 

decision-making and resource allocation. This thorough 

theoretical foundation guarantees that the model effectively 

captures the phonetic nuances of Swahili, thereby improving 

the effectiveness and reliability of NLP applications [1] [2] 

[3] [4]. 

 

Swahili, recognized as a vital language in East Africa, poses 

considerable challenges for Natural Language Processing 

(NLP) due to its unique linguistic features and complexities. 

One of the primary hurdles is the accurate processing of 

Swahili digraphs combinations of letters that represent 

distinct sounds which are often overlooked or misinterpreted 

by existing NLP tools. This inadequacy significantly impacts 

various applications, including transcription services, speech 

recognition systems, and language learning platforms, where 

precise language representation is crucial for effective 

communication and comprehension [5]. 

 

To address this pressing issue, this research undertakes the 

development of the Annotated Swahili Digraph Corpus, 

employing a CNN-based extraction model. This model is 

designed to improve the accuracy of digraph identification 

and processing in Swahili texts. By creating this corpus, the 

research aims to establish a comprehensive and reliable 

resource that can enhance the performance of NLP 

applications related to the Swahili language. Ultimately, this 

work seeks to bridge the gap in existing language 

technologies, making them more effective for Swahili 

speakers and learners alike, and thus fostering better 

communication and understanding within diverse linguistic 

contexts in East Africa. NLP [6]. 

 

Swahili, plays a critical role in communication across 

multiple nations. However, despite its significance, Swahili 

faces challenges in the field of NLP, with existing tools often 

failing to process its unique linguistic features. A significant 

challenge lies in Swahili’s use of digraphs combinations of 

two letters that together represent a single sound, such as 

"ch," "dh," "gh," "kh," "ng’," "ny," "sh," "th," and "ng," [7]. 

These digraphs are essential to Swahili's phonetic structure, 

yet existing NLP systems, which are often designed for 

languages without such features, struggle to accurately 

recognize and process them. 

 

The second challenge in Swahili NLP stems from the 

interaction between Swahili's simple vowel system and its 

digraphs. While Swahili only has five vowels "a", "e", "i", 

"o", "u", the way these vowels combine with digraphs creates 

complex phonetic patterns [8], [9], [10]. Automated 

transcription and speech recognition systems must account for 

these interactions to avoid errors in processing. However, 

many existing NLP models for Swahili are based on 

phonemes or word-level recognition, which overlooks the 

significance of digraphs and vowel combinations in the 

language’s phonology, further complicating the development 

of accurate language processing systems. 

 

The absence of specialized and comprehensive NLP 

resources, such as annotated corpora focused on Swahili 

digraphs, has aggravated the difficulty in creating advanced 

tools for transcription and speech recognition [10]. While 

some Swahili language datasets exist, they often fail to 

address the unique features of digraphs and their role in 

Swahili’s pronunciation and meaning. This lack of a detailed 

corpus hinders the training and evaluation of NLP models that 

can effectively handle Swahili's linguistic complexities. 

 

The lack of specialized and comprehensive natural language 

processing (NLP) resources, particularly annotated corpora 

that specifically focus on Swahili digraphs, has significantly 

complicated the development of advanced tools for tasks such 

as transcription and speech recognition. While several 

datasets pertaining to the Swahili language do exist, these 

often inadequately address the unique linguistic intricacies 

associated with digraphs two letter combinations that 

represent distinct sounds or phonemes and their vital 

contributions to both pronunciation and meaning within the 

language [10].  

 

For instance, certain digraphs can alter the meaning of words 

entirely or affect the way words are pronounced, which is 

particularly important for effective communication and 

comprehension. Without a targeted corpus that captures these 

intricacies, the process of training and evaluating NLP models 

becomes hindered, leading to suboptimal performance in 

understanding and generating Swahili. This deficiency not 
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only poses challenges for researchers and developers aiming 

to create robust language technologies but also limits the 

broader application of NLP in enhancing everyday 

interactions and services that involve the Swahili language. 

Addressing this gap by creating a detailed and representative 

corpus is crucial for advancing the capabilities of NLP tools 

that can truly accommodate the rich linguistic features of 

Swahili [11]. 

 

This research addresses these gaps by creating the Annotated 

Swahili Digraph Corpus, a comprehensive dataset that 

systematically categorizes 31,197 words by digraph and 

vowel context. This corpus will provide a foundation for 

training NLP models to handle Swahili’s unique phonetic 

structures, specifically its digraphs. In addition, the research 

proposes a CNN-based digraph extraction model, which 

leverages this annotated corpus to improve the accuracy of 

digraph recognition and transcription tasks. By employing 

Convolutional Neural Networks (CNNs), this model can 

automatically learn complex patterns from the data, offering a 

promising approach to enhance Swahili NLP. 

 

The Annotated Swahili Digraph Corpus and CNN-based 

extraction model will address key linguistic issues such as 

digraph recognition and phonetic complexity, ultimately 

advancing Swahili language processing and supporting the 

development of more effective and inclusive NLP 

technologies.  

 

This paper is organized as follows: Section 2 provides a 

comprehensive description of the methodology utilized. 

Section 3 presents the Annotated Swahili Digraph Corpus. 

Section 4 examines and analyses the results obtained, while 

Section 5 offers the conclusions drawn from the study. 

 

3. Methodology 

 

The Design Science Research Methodology (DSRM) served 

as the guiding framework for the development of the Swahili 

Digraphs Model, providing a structured and systematic 

approach to designing, implementing, and evaluating 

innovative solutions to complex challenges in speech 

recognition. DSRM was particularly well-suited for 

addressing the intricacies of Swahili speech recognition, with 

a specific focus on digraph extraction. The methodology 

facilitated a comprehensive process, beginning with the 

identification of challenges associated with Swahili digraphs, 

such as their phonetic complexity and the limitations of 

existing corpora. This was followed by the design phase, 

where algorithms for digraph extraction were conceptualized 

and developed using insights from linguistic principles and 

computational techniques. The implementation phase 

involved translating these conceptual designs into practical 

coding solutions, ensuring alignment with the identified 

requirements and objectives. Finally, the evaluation phase 

utilized empirical validation to rigorously assess the 

performance of the digraph extraction model, enabling 

iterative refinements based on testing feedback [12]. 

 

The adoption of DSRM is justified by its emphasis on a 

systematic and problem-solving-oriented approach, which is 

essential for navigating the complexities of developing 

effective solutions in speech recognition. By adhering to 

DSRM principles, the researchers ensured that the Swahili 

Digraphs Model was both technically robust and practically 

relevant, capable of accurately transcribing Swahili speech. 

This approach not only addresses critical challenges in 

Swahili speech recognition but also contributes to 

advancements in the field, enhancing the accessibility and 

usability of speech recognition systems for Swahili speakers. 

[13]. 

 

3.1 The Design Science Research Methodology Stages 

The DSRM was systematically applied in the development of 

the Swahili Digraphs Model to address the challenges 

associated with recognizing and processing Swahili digraphs. 

During the problem identification stage, the unique 

linguistic challenges of Swahili digraphs, including their 

phonetic complexity and the scarcity of suitable datasets, 

were identified. These challenges highlighted the inadequacy 

of generic language processing models and established the 

need for a specialized solution tailored to Swahili. 

 

In the objectives definition stage, clear and measurable goals 

were set, focusing on improving the accuracy of digraph 

recognition, enhancing computational efficiency, and ensuring 

the scalability of the model across various natural language 

processing (NLP) tasks. These objectives provided a 

foundation for guiding the model’s development. 

 

The design and development phase involved creating the 

Swahili Digraphs Model using Dense Layers and 

Convolutional Neural Network (CNN) architectures. These 

advanced architectures were designed to facilitate effective 

feature extraction and precise recognition of Swahili digraphs. 

In the demonstration phase, the model was tested on Swahili 

text datasets to validate its effectiveness. The results were 

compared with baseline models, showing significant 

improvements in both accuracy and efficiency, thereby 

demonstrating the model's capability to address the identified 

challenges. 

 

During the evaluation stage, the model’s performance was 

assessed using key metrics, including accuracy, precision, 

recall, and F1 score. Additionally, error analysis and user 

feedback provided valuable insights into areas for further 

refinement. Finally, the model refinement phase utilized 

these insights for iterative improvement, involving 

architectural adjustments, retraining with diverse datasets, and 

continuous reassessment of performance. This iterative 

process ensured that the Swahili Digraphs Model evolved into 

a robust and adaptable solution for Swahili language 

processing. 

 

By following DSRM principles, the study successfully 

addressed the complex challenges of Swahili digraph 

recognition, contributing to advancements in Swahili NLP 

and enhancing the accessibility of language processing tools 

for low-resource languages. 
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3.2. CNN-Based Digraph Extraction Model 

Model Architecture: The CNN model was methodically 

designed to address the unique challenges posed by Swahili 

digraphs in NLP. The architecture comprises several layers, 

each contributing to the model's overall performance [14] 

 

a) Input Layer: The input to the model includes pre-

processed features derived from Swahili text, such as 

normalized vowel proportions and one-hot encoded 

representations of digraphs. This ensures effective 

handling of Swahili's diverse phonetic patterns. 

b) Convolutional Layers (Conv1D): These layers utilize 

various filters on the input data to identify local patterns 

within the digraph sequences. The dimensions of the 

filters and kernels are specifically optimized for sequence 

analysis, which enables the model to recognize subtle 

phonetic distinctions found in Swahili digraphs. 

c) Flatten Layer: This layer reshapes the feature maps 

generated by the convolutional layers into a one-

dimensional vector, thereby streamlining the transition to 

the dense layers. This transformation is crucial for 

enabling advanced reasoning and pattern recognition at a 

higher level, as it facilitates the integration of spatial 

features into a more structured format suitable for 

interpretation and decision-making in the network's 

subsequent stages. 

d) Dense Layers: These fully connected layers perform the 

classification tasks by combining information from the 

convolutional layers to accurately identify and classify 

digraphs. Multiple dense layers ensure the model can 

learn complex representations of the input features. 

e) Dropout Layer: To prevent overfitting, a dropout layer 

is incorporated, which randomly deactivates a subset of 

neurons during training. This forces the model to 

generalize better and improves its performance on unseen 

data. 

f) Output Layer: The final layer generates predictions for 

digraph recognition by outputting the probability 

distribution over possible digraph classes, allowing the 

model to make accurate and informed decisions. 

 

The architecture of the CNN-based model is depicted in 

Figure 1, offering a detailed representation of the data flow 

across the network's various layers. This diagram elucidates 

the interconnections and functional roles of each component, 

highlighting their collective contribution to the processing of 

information. It underscores the critical features that enhance 

the overall effectiveness and performance of the model. 

 

 

 

 
Figure 1: CNN-based digraph extraction model 

 

3.3 Creation of the Annotated Swahili Digraph Corpus 

To build a comprehensive and representative corpus, data was 

sourced from a variety of secondary sources. These sources 

include: 

Mendeley Data: Kiswahili datasets that provide a rich 

collection of Swahili text, capturing the linguistic diversity of 

the language.  

Harvard Dataverse: Multilingual corpora that include Swahili, 

offering a wealth of textual data from different dialects and 

contexts.  

Zenodo and Kaggle: Language modelling datasets that 

contribute additional Swahili text, enhancing the corpus's 

breadth and depth.  

These datasets were selected to ensure that the corpus 

encompasses a wide range of Swahili dialects and phonetic 

contexts, making it a robust resource for NLP applications. 

 

3.4 Annotation Process  

The collected data was methodically annotated to highlight 

key linguistic features: 

 

a) Digraph Labels  

Each word in the corpus was labelled with its corresponding 

Swahili digraphs, such as "ch," "dh," "gh," "kh," "ng’," "ny," 

"sh," "th," and "ng." This labelling creates a detailed map of 

digraph occurrences, which is essential for accurate NLP 

processing. 
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b) Vowel Distribution 

Words were further classified based on their vowel content (a, 

e, i, o, u). This annotation allows for the analysis of phonetic 

patterns and their distribution across different words, 

contributing to a deeper understanding of Swahili's 

phonological structure. 

 

4. Results 

 
4.2 The Annotated Swahili Digraph Corpus 

The study aimed to create and annotate a Swahili digraph 

corpus using a CNN-based extraction model, resulting in the 

Annotated Swahili Digraph Corpus. Table 1 below outlines 

the corpus's composition, detailing the occurrence of various 

digraphs across different vowel contexts, with a total of 

31,197 words [15]. 

 
Table 1: The Annotated Swahili Digraph Corpus 

Digraph 

Words 

with 

‘a’ 

Words 

with 

‘e’ 

Words 

with 

‘i’ 

Words 

with 

‘o’ 

Words 

with 

‘u’ 

Total 

ch 2,022 1,594 1,716 2,232 1,919 9,483 

dh 1,155 130 1,159 92 323 2,859 

gh 126 293 340 30 52 841 

kh 24 11 9 0 0 44 

ng’ 62 43 26 45 23 199 

ny 1,000 472 495 255 63 2,285 

sh 1,003 576 741 466 703 3,489 

th 68 134 142 12 37 393 

ng 2,439 2,000 2,369 2,395 2,401 11,604 

Total 7,899 5,253 6,997 5,527 5,521 31,197 

 

The corpus provides a comprehensive representation of the 

phonetic diversity found in the Swahili language by 

incorporating an extensive array of digraphs. These digraphs 

include "ch," "dh," "gh," "kh," "ng," "ny," "sh," "th," and 

"ng'," which are paired with the vowels "a," "e," "i," "o," and 

"u." Notably, the digraph "ch" stands out with a remarkable 

9,483 occurrences, while "ng" demonstrates an impressive 

and balanced presence, appearing 11,604 times. This rich 

variety underlines the phonetic adaptability of these digraphs. 

Such a well-distributed selection plays a crucial role in 

enabling the Convolutional Neural Network (CNN) model to 

generalize effectively across different vowel combinations, 

significantly improving the accuracy of digraph recognition. 

Furthermore, the inclusion of less common digraphs like "kh" 

and "ng'" enriches the dataset, offering invaluable insights 

into the model’s capability to detect infrequent phonetic 

elements. This ensures both rigorous training and thorough 

evaluation of the model. 

 

This curated dataset not only supports the advancement of the 

model for processing the Swahili language but also lays the 

groundwork for the development of effective and context-

sensitive natural language processing (NLP) applications, 

catering to the unique characteristics of Swahili phonetics. 

 

4.3 Annotated Corpus Significance 

The Annotated Swahili Digraph Corpus holds a profound 

significance for the study and application of the Swahili 

language. It serves as a thorough and exhaustive repository of 

Swahili digraphs pairs of letters that represent specific sounds 

and their corresponding vowel distributions. This meticulous 

representation is instrumental in capturing the rich 

phonological diversity that characterizes Swahili, which is 

crucial for achieving precise language processing.  

 

The carefully curated annotations within the corpus render it 

an indispensable asset for training Natural Language 

Processing (NLP) models. By leveraging this rich dataset, 

developers can significantly improve the models' accuracy in 

transcription, translation, and voice recognition tasks tailored 

to the intricacies of the Swahili language.  

 

Moreover, the corpus offers a balanced and representative 

sampling of various linguistic contexts, which is vital for 

fostering the generalization capabilities of NLP models. This 

balance ensures that the models can reliably perform in a 

wide array of Swahili-speaking settings, from urban dialects 

to rural variations. 

 

4.4 Model Performance 

The CNN-based digraph extraction model exhibited 

remarkable performance when evaluated against several 

critical metrics [16] [17]. With an impressive accuracy rate of 

95.4%, the model successfully identified a significant portion 

of the digraphs present within the corpus, highlighting its 

effectiveness in this task. The precision of the model was 

recorded at 92.7%, which signifies a high level of accuracy in 

the digraph predictions made from the instances it retrieved, 

ensuring that the majority of identified digraphs were correct. 

In terms of recall, the model achieved a rate of 94.1%, 

demonstrating its competency in effectively locating relevant 

digraphs amidst the larger body of text. This indicates that the 

model was not only accurate but also adept at recognizing and 

extracting the relevant digraphs vital for analysis. 

Furthermore, the F1 score, calculated at 93.4%, reflects a 

solid equilibrium between precision and recall, underscoring 

the robustness of the model’s overall performance. 

 

A thorough examination of the confusion matrix revealed 

high true positive rates alongside low false positive rates 

across most of the digraph categories, which further confirms 

the model's reliability and consistency in its predictions. 

These impressive results highlight the model's outstanding 

capabilities in Swahili digraph extraction, emphasizing its 

practical applicability in various natural language processing 

(NLP) tasks and applications. 

 

5. Discussion 
 

The Annotated Swahili Digraph Corpus developed in this 

research represents a crucial advancement in the domain of 

Natural Language Processing (NLP) for under-resourced 

languages. This specialized corpus has been meticulously 

designed to encapsulate the unique phonetic and linguistic 

characteristics integral to Swahili, which stands as one of the 

most widely spoken languages across East Africa, with 

millions of speakers.  
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The creation of this corpus involved a thorough and 

systematic annotation process, ensuring that it reflects a broad 

spectrum of digraphs — pairs of letters that generate a distinct 

sound when combined. The digraphs included in the corpus 

comprise "ch," "dh," "gh," "kh," "ng’," "ny," "sh," "th," and 

"ng," each of which plays a vital role in the pronunciation and 

meaning of words within the Swahili language. Additionally, 

the corpus thoroughly documents the five foundational 

Swahili vowels: a, e, i, o, and u, which are essential for 

understanding the phonetic structure of the language. 

 

By capturing these phonetic nuances and providing a well-

annotated resource, the Annotated Swahili Digraph Corpus 

enhances the availability of linguistic data for researchers and 

developers working in NLP, ultimately promoting more 

accurate and effective language processing tools for the 

Swahili language. This initiative not only bolsters the 

technological infrastructure for under-resourced languages but 

also contributes to the preservation and promotion of 

linguistic diversity in the digital age. 

 

One of the standout features of this linguistic corpus is its 

carefully balanced representation of both frequently occurring 

and rare digraphs across an extensive range of vowel 

contexts. This thoughtful balance is of paramount importance 

for training Natural Language Processing (NLP) models, as it 

enables these models to generalize effectively across varied 

linguistic settings. Such generalization is essential for 

enhancing the accuracy and reliability of tasks like 

transcription, speech recognition, and other critical language 

processing applications. 

 

Moreover, the corpus includes meticulously detailed 

annotations for each word, which significantly assist models 

in understanding the complex relationships between digraphs 

and the distributions of different vowels. These relationships 

are vital for achieving precise phonetic representation and 

robust language modelling. By studying these nuances, NLP 

models can improve their ability to recognize and produce 

speech that closely mirrors natural language use, enhancing 

their overall performance in real-world applications where 

linguistic diversity and variability are prevalent. 

 

Furthermore, the integration of the CNN-based digraph 

extraction model into the corpus development process has 

significantly enhanced the efficiency and accuracy of the 

annotations. This model's ability to automatically identify and 

classify digraphs with high precision underscores its potential 

for broader applications in multilingual NLP systems. By 

leveraging the annotated features of the corpus, the CNN-

based model can effectively learn complex phonetic patterns, 

thereby improving the overall performance of Swahili 

language processing tools. 

 

The corpus not only serves as a robust training resource for 

developing NLP models but also provides a foundation for 

future research in Swahili linguistics and language 

technology. Its extensive coverage of Swahili's phonetic 

diversity ensures that NLP applications can be developed to 

support various aspects of language learning, communication, 

and technology integration. This comprehensive dataset is 

pivotal for advancing the state of Swahili NLP and fostering 

the development of more effective, context-sensitive language 

processing technologies. 

 

The Annotated Swahili Digraph Corpus, combined with the 

CNN-based digraph extraction model, addresses key 

linguistic challenges in Swahili NLP. It provides a structured 

and balanced dataset that supports accurate and efficient 

language processing, paving the way for significant 

advancements in the field. The successful development of this 

corpus highlights the importance of creating specialized 

resources tailored to the unique linguistic features of under-

resourced languages, ultimately contributing to the broader 

goals of inclusivity and technological advancement in NLP. 

 

6. Conclusion and Future scope 
 

This research makes a significant contribution to the field of 

Swahili NLP by introducing the Annotated Swahili Digraph 

Corpus and developing a CNN-based model specifically for 

digraph extraction. The creation of the Annotated Swahili 

Digraph Corpus marks a pioneering effort to compile a rich, 

extensively annotated dataset that captures the complex 

phonetic structures characteristic of the Swahili language. 

This corpus addresses a critical gap in existing NLP 

resources, which frequently overlook the unique linguistic 

features of under-resourced languages such as Swahili. 

 

The CNN-based approach employed in this study enhances 

the capacity to accurately identify and process the intricate 

relationships between Swahili phonemes, particularly 

digraphs. The resulting model demonstrates substantial 

improvements in both the accuracy and efficiency of various 

language processing tasks, including speech recognition and 

phonetic transcription. This advancement is particularly 

noteworthy for low-resource languages, as it optimizes 

computational resources while maintaining linguistic 

precision. 

 

In addition to advancing Swahili language processing, the 

methodologies developed in this study offer a foundation for 

extending these techniques to other low-resource languages 

with similar linguistic challenges. Future research can expand 

upon this work by: 

1. Extending the corpus to incorporate diverse Swahili 

dialects to improve the generalizability of the model. 

2. Exploring deep learning techniques, such as transformer-

based models, to enhance digraph recognition accuracy 

further. 

3. Applying the developed methodologies to other African 

languages, contributing to a broader effort in improving 

language technology for underrepresented linguistic 

groups. 

4. Investigating real-time applications, such as Swahili 

speech-to-text systems and voice assistants, to validate 

the practical utility of the proposed model. 

 

The outcomes of this research not only contribute to the 

academic field of computational linguistics but also pave the 
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way for practical advancements in speech recognition 

technology, fostering greater accessibility and usability for 

Swahili speakers and other low-resource language 

communities. 
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