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Abstract— This study studies the usefulness of different algorithms based on machine learning viz. Logistic Regression and 

Decision Tree, in forecasting the real-time ad clicks. Python has been used to implement and evaluate these models on a static 

dataset. Compared to Logistic Regression, the Decision Tree model has established better performance i.e. attaining an F1-score 

of 0.744 versus 0.7154. However, the Decision Tree's performance might be affected by overfitting and dataset characteristics. 

Future research should explore joint methods, deep learning, addressing imbalanced data, and privacy-preserving techniques to 

improve ad click prediction models. 
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1. Introduction 

Ad click prediction has become a decisive viewpoint of 

digital marketing, enabling businesses to optimize ad 

campaigns, allocate budgets effectively, and enhance user 

experience [1]. Accurately predicting the user behaviour can 

enables advertisers to present aimed messages to the suitable 

audience at optimum times [2], [3]. This research investigates 

the effectiveness of Logistic Regression and Decision Tree 

models in predicting the ad click-through rates [2], [4].  

Accurate ad click prediction poses many benefits to both 

advertisers and users [5], [6], such as: 

 Improved Targeting: By detecting potential clickers, 

advertisers can give resources to the most promising 

campaigns, maximizing return on investment (ROI). 

 Enhanced User Experience: Personalized advertising 

can reduce the ad fatigue and increases the users 

satisfaction by delivering relevant content. 

 Optimized Ad Spend: By avoiding extravagant ad 

impressions, businesses can distribute budgets more 

efficiently. 

Numerous studies have searched the application of ML 

algorithms in ad click prediction [7], [8]. For example, the 

Criteo dataset has been widely used to the benchmark 

machine learning models for the ad click prediction due to its 

large scale and various features. Another example is the 

Avazu dataset that includes categorical and numerical 

features, thus allowing the researchers to evaluate the 

effectiveness of feature engineering and preprocessing 

methods [9]. These datasets have shown the ability of 

Logistic Regression to handle the high-dimensional data 

efficiently and also the flexibility of Decision Trees in 

capturing non-linear interactions between the features. For 

example, researchers have employed Logistic Regression for 

its simplicity and interpretability in predicting user behaviour 

based on demographic and engagement features [7]. Decision 

Trees, on the other hand, have been favoured for their ability 

to capture complex patterns in data [10]. 

 

Early approaches to ad click prediction were based on the 

simple statistical models like Logistic Regression. However, 

with the arrival of machine learning the more sophisticated 

techniques have been developed.  

 

ANN (artificial neural network) architectures like 

Convolutional Neural Networks (CNNs) [11] and Recurrent 

Neural Networks (RNNs) [11], [12] have been employed 

effectively in similar domains, leveraging their ability to 

handle high-dimensional and successive data, respectively 

[13]. For illustration, studies utilizing Long Short-Term 

Memory (LSTM) networks have proved improved accuracy 

in predicting user visit patterns by capturing time-based needs 

[14]. Case studies involving companies like Alibaba and 

Google have also showcased the power of deep learning in 

large-scale ad click prediction systems thereby highlighting 

the capacity for scalability and increased precision in 

managing diverse user data [15]. Although, these models are 

computationally intensive but can capture intricate data 

patterns, outperforming traditional ML algorithms in large-

scale datasets [16] very efficiently. However, their 

application remains limited due to challenges in 

interpretability and data privacy concerns. This paper builds 
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upon existing research by giving a comparative analysis of 

Logistic Regression and Decision Tree models, emphasizing 

their strengths and weaknesses in the context of ad click 

prediction. 

 

Decision Trees in particular uses a non-linear framework to 

model complex dependencies between variables and the 

target variable [17]. Now a days ensemble techniques, such 

as, Gradient Boosting and Random Forest have developed as 

a popular choices due to their ability to enhance projecting 

accuracy by combining multiple models. Deep learning, 

specifically neural networks, has demonstrated significant 

potential in processing extensive datasets and finding 

complex patterns in user behaviour [18]. 

 

Python, with its vast environment of modules such as scikit-

learn [19], pandas [20], [21], and NumPy [22], [23], [24], 

[25], has become a foundation for machine learning research 

and applications. Its ease and flexibility enable quick 

prototyping and deployment of models which make it an ideal 

choice for the tasks like ad click prediction [26], [27], [28], 

[29], [30]. Moreover, Python’s ability to integrate effortlessly 

with visualization libraries and deployment frameworks 

further improves its appeal in both academic and industrial 

settings. Through a static dataset, their capabilities in 

forecasting real-time ad clicks are compared based on metrics 

such as F1-score, Mean Squared Error (MSE) [11], [31], [32], 

and Area Under the Receiver Operating Characteristic Curve 

(AUC) [33]. The study also examines the questions 

associated with these models, including overfitting and 

dataset characteristics, while offering recommendations for 

future enhancements.  

Following is the Python's value when it comes to ad click 

prediction: 

 Data Preprocessing: Python enables efficient data 

cleaning, controlling missing values, and attribute 

engineering. 

 Model Selection and Training: A vast selection of 

machine learning algorithms is accessible within 

Python libraries, facilitating experimentation and 

optimization. 

 Model Evaluation: Python offers several metrics, 

including accuracy, recall, and F1-score, to measure 

model performance. 

 Real-time Implementation: Libraries like 

TensorFlow and PyTorch [34] facilitate the 

deployment of models based on deep learning for 

real-instantaneous predictions. 

While numerous studies have explored ad click prediction, 

several challenges remain, such as: 

 Many models struggle to handle the rapid influx of 

data required for real-time decision-making.  

 The imbalance between clicked and non-clicked ads 

can bias model training.  

 Some models, particularly deep learning models, are 

naturally difficult to interpret, making it hard to 

realize their decision-making processes. 

To address these challenges, this research will compare the 

performance of Logistic Regression and Decision Tree 

models on a static Kaggle dataset. We will then explore the 

potential of Decision Trees for real-time ad click prediction, 

leveraging Python's capabilities to handle dynamic data and 

adapt to changing user behaviour. 

 

2. Methodology  

The dataset included the number of hours one spends online 

per day, age, income, the usage of the internet, gender, and 

the fact of whether or not the user clicked on the ad to predict 

whether ads are clicked or not. City names, description of 

ads, and timestamps were deleted from the dataset. So, in the 

cleaned data set, there was no missing value, and it was ready 

for training. The target variable is Clicked on Ad, 

representing whether a user clicked on the advertisement (1) 

or not (0) [35]. Data preprocessing steps included handling 

missing values, encoding categorical variables, and splitting 

the data into training and testing sets. Handling missing 

values was crucial to ensure that the model did not encounter 

undefined or biased results due to incomplete data. Encoding 

categorical variables transformed non-numeric data into 

numerical formats, enabling the machine learning algorithms 

to process these features effectively [36]. Furthermore, 

feature scaling techniques such as normalization and 

standardization were employed to ensure that all numerical 

features contributed equally to the model's learning process. 

The importance of these preprocessing steps lies in their 

ability to enhance model accuracy and generalization, 

especially when dealing with high-dimensional or noisy 

datasets [37]. 

 

This is further divided into two subcategories: the training set 

of 13,325 samples and the testing set of 3,332 samples. The 

three models selected were Linear Regression [30] and 

Logistic Regression [38] and Decision Tree Regression [39]. 

An application of an F1 score is given in the evaluation of the 

degree to which the selected models performed well [40]. A 

line will rather be favoured than logistics for static data sets 

as this would make quite a better prediction for the outcome 

of the binary. Real-time or dynamic data, which is the case 

for Decision Tree Regression, would, therefore, be the best 

choice for flexibility and efficiency. Hyperparameter tuning 

was supervised for Decision Tree model to optimize its 

performance [41]. Specific hyperparameters tuned included 

the maximum depth of  tree, the minimum samples required 

to split a node, and the criterion for measuring the quality of a 

split (e.g., Gini impurity or entropy). The ranges look at for 

these parameters were systematically varied: maximum depth 

ranged from 3 to 20, the minimum samples split ranged from 

2 to 10, and both Gini and entropy criteria were evaluated 

[42]. Grid Search Cross-Validation was used as the 

optimization methodology, enabling the recognition of the 

optimal hyperparameter arrangement based on performance 

metrics such as F1-score and Mean Squared Error (MSE). 

This systematic approach guaranteed a balance between 

model complexity and generalization thereby avoiding the  

overfitting and maximizing predictive accuracy. 

 



Int. J. Sci. Res. in Computer Science and Engineering                                                                             Vol.12, Issue.6, Dec. 2024   

© 2024, IJSRCSE All Rights Reserved                                                                                                                                           36 

2.1 Linear Regression: 

It is a statistical technique that demonstrates the correlation 

between a dependent varaible and one or more independent 

variables. In the context of ad click prediction, it can estimate 

the chance of a user clicking on an ad based on factors like 

user demographics, ad characteristics, and contextual 

information. The mathematical equation for simple linear 

regression is [30], [43]: 

   (1) 

For multiple linear regression, the equation becomes: 

 

    (2) 

2.2 Logistic Regression [44], [45]: 

It is a stochastic method used to show the probability of a 

binary outcome (like whether a user will click on an ad) given 

one or more predictor variables. It is a popular choice for ad 

click prediction due to its suitability for binary outcomes and 

its interpretability. Its mathematical foundation involves the 

logistic function, that maps any real number between 0 and 1, 

as shown in Eqn. 3. 

   (3) 

Where,  is the probability associated with the 

positive outcome (e.g., click) given the input features  and  

is a linear combination of the input features and their 

coefficients (Eqn. 2). 

 

2.3 Decision Tree Regression : 

It is an algorithm which is based on supervised learning that 

can be used for both classification and regression. In the 

context of ad click prediction, decision trees can be used to 

predict the continuous numerical value of a user's click 

probability based on various factors [39]. It works by 

recursively splitting the data into smaller subsets which are 

based on specific conditions. Each internal node signifies a 

test on an attribute, and each branch denotes a possible test 

outcome [46]. The leaf nodes represent the final prediction. 

For regression tasks, the prediction at a leaf node is typically 

the average value of the target variable (click probability) for 

the training data that falls into that leaf. 

 

While decision trees don't have a straightforward 

mathematical equation like linear regression, their decision-

making process can be represented as a series of conditional 

statements. For instance, a simple decision tree might look 

like as shown below: 

 

If Age < 30: 

    If Income > 50,000: 

        Predict Click Probability = 0.8 

    Else: 

        Predict Click Probability = 0.3 

Else: 

    If Gender = Male: 

        Predict Click Probability = 0.6 

    Else: 

        Predict Click Probability = 0.4 

 

3. Python Implementation 

In this section a detailed explanation of how the python 

functions has been used and what are they doing is explained 

is a great detail. 

 

3.1 Linear Regression: 

from sklearn.linear_model import 

LinearRegression 

 

model_lr = LinearRegression() 

model_lr.fit(X_train, y_train) 

 

This code snippet focuses on creating and training a linear 

regression model. Here's a breakdown: 

 Importing Linear Regression 

First the LinearRegression class is imported from the 

sklearn.linear_model module which will help in the 

creation of a linear regression model. 

 Creating a Model 

Then an instance of the LinearRegression class has 

been made and assigns it to model_lr. 

 Fitting the Model 

Then the developed linear regression model has been 

instructed on the training data (X_train and y_train). 

The model learns the coefficient that best fits the 

linear relationship between the features the target 

variable. 

from sklearn.metrics import f1_score 

 

y_pred_lr = model_lr.predict(X_test) 

f1_lr = f1_score(y_test, 

y_pred_lr.round()) 

 

This code fragment focuses on evaluating the performance of 

a logistic regression model (model_lr) after making 

predictions on a test set (X_test). Here's a breakdown: 

 Importing f1_score  

First the f1_score function has been imported from 

the sklearn.metrics module. F1-score is a system of 

measurement that ties precision and recall. 

 Predicting with model_lr 

Then the trained model (model_lr) has been used to 

create predictions on the X_test data. The expected 

probabilities are stored in y_pred_lr. 

 Calculating F1-Score 

Finally the F1-score has been judged by comparing 

the true labels (y_test) with the rounded predicted 

probabilities (y_pred_lr.round()). Rounding is 

necessary because the F1-score is typically used 

for binary classification, where predictions are 

either 0 or 1. 
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3.2 Logistic Regression: 

from sklearn.linear_model import 

LogisticRegression 

 

model_logistic = LogisticRegression() 

model_logistic.fit(X_train, y_train) 

 

This code snippet focuses on creating and training a logistic 

regression model. Here's a breakdown: 

 Importing LogisticRegression 

To begin, the LogisticRegression class is imported 

from the sklearn.linear_model module. 

 Creating a Model 

Then an instance of the LogisticRegression class has 

been made and assigns to the variable 

model_logistic. 

 Fitting the Model 

Finally the model is trained on the training data 

(X_train and y_train). The model learns the 

coefficients that are best to predict the probability of 

the positive class (e.g., click) based on the features 

in X_train. 

y_pred_logistic = 

model_logistic.predict(X_test) 

f1_logistic = f1_score(y_test, 

y_pred_logistic) 

 

 Making Predictions 

First the trained logistic regression model 

(model_logistic) is used to make guesses on the 

X_test data. The predicted class labels (0 or 1) are 

stored in y_pred_logistic. 

 Calculating F1-Score 

Subsequently, the F1-score is figured by assessing 

the actual labels (y_test) with the predicted labels 

(y_pred_logistic).  

 

3.3 Decision Tree Regression: 

from sklearn.tree import 

DecisionTreeRegressor 

 

model_dt = DecisionTreeRegressor() 

model_dt.fit(X_train, y_train) 

 

This code snippet focuses on creating and training a decision 

tree regression model. Here's a breakdown: 

 Importing DecisionTreeRegressor: 

Initially, the DecisionTreeRegressor class is 

imported from the sklearn.tree module. This class is 

subsequently utilized to construct a decision tree 

regression model. 

 Creating a Model: 

Then an instance of the DecisionTreeRegressor class 

is built and assigns it to the variable model_dt. 

 Fitting the Model: 

Next, the model is trained on the training data 

(X_train and y_train). The model learns decision 

rules that optimally predict the continuous numerical 

target variable based on the features in the training 

data. 

y_pred_dt = model_dt.predict(X_test) 

f1_dt = f1_score(y_test, 

y_pred_dt.round()) 

 

This code snippet focuses on making predictions with the 

trained decision tree regression model and evaluating its 

performance using the F1-score. However, there's a slight 

issue with using the F1-score for regression tasks. 

 Making Predictions: 

To begin with, the trained decision tree regression 

model (model_dt) is used to do some  predictions on 

the X_test data. The resulting predicted continuous 

numerical values are then stored in y_pred_dt. 

 Calculating F1-Score: 

Then F1-score has been calculated by judging the 

true labels (y_test) with the rounded guessed values 

(y_pred_dt.round()). However, rounding the 

predicted values for a regression task is not 

appropriate. The F1-score is typically used for 

binary classification problems. 

4. Results and Discussion 

The plot of Actual vs Predicted Values for Ad Clicks for 

linear regression case has been shown in the Figure 1, which 

provides a representation of how well a linear regression 

model is predicting ad clicks. The blue line represents the 

actual click values (0 or 1), while the red line represents the 

predicted values. Ideally, the two lines should be closely 

aligned, indicating accurate predictions. However, in this 

case, the predicted values seem to be concentrated around 0.1 

and 1.0, while the actual values are mostly 0 or 1. This 

indicates that the model is unable to differentiate effectively 

between clicks and non-clicks at a granular level. 

The F1-score of 0.71283 implies that the model performs 

reasonably well; nevertheless, it is important to consider the 

context. In ad click prediction, where the dataset is often 

imbalanced (with more non-clicks than clicks), a high F1-

score may not necessarily reflect the model's ability to 

accurately predict positive cases (clicks). Therefore, while the 

F1-score is a useful metric, it is essential to examine other 

metrics like precision, recall, and confusion matrices to get a 

more thorough evaluation of the model's performance. 
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Figure 1: Actual vs Predicted value (linear regression) 

 

Figure 2 shows the Receiver Operating Characteristic (ROC) 

curve for the developed logistic regression model. 

 
Figure 2: ROC Curve (logistic regression) 

 

The ROC curve is a powerful tool for picturing the working 

of a binary classification. It plots the True Positive Rate 

(TPR) against the False Positive Rate (FPR) at various 

threshold sets. The TPR measures the amount of actual 

positive cases correctly identified as positive, while the FPR 

measures the ratio of actual negative cases incorrectly 

identified as positive. The diagonal line (shown in blue) 

represents a random classifier, which would have an equal 

TPR and FPR at all points. An ideal classifier should have a 

curve that is as far away from this random line as possible, 

towards the top-left corner. The blue curve in the graph 

represents the ROC curve for the logistic regression model. 

As observed in Fig. 2, the ACU (area under the curve) is 0.78. 

This number shows the overall performance of the model. An 

AUC of 0.5 would be comparable to random guessing, while 

an AUC of 1.0 means a perfect classifier. For logistic 

regression, an F1-score of 0.7154 implies that the model 

demonstrates decent performance in terms of both precision 

and recall. It is a good balance between the two metrics. 

 

Figure 3 visualizes the relationship between the actual ad 

click values (blue dots) and the predicted values (red dots) 

obtained from a decision tree regression model. The x-axis 

represents the "Daily Time Spent on Website", while the y-

axis represents the "Clicked on Ad" variable. It is observed 

that the actual values tend to cluster around 0 and 1, 

indicating that the ad clicks are binary (either clicked or not 

clicked). The predicted values, represented by the red dots, 

are scattered across the y-axis. This implies that the decision 

tree model is not effectively describing the underlying 

patterns in the data. The model might be overfitting of the 

training data, thus leading to a poor generalization on the test 

data. A Mean Squared Error (MSE) of 0.2349 is obtained for 

this case, showing that the model's predictions are not very 

accurate. The F1-score for this model is 0.744. 

 

 
Figure 3: Decision Tree Regression: Actual vs Predicted 

 

Table 1: Time spent 

Daily 

Time 

Spent 

62.3 41.7 44.4 59.9 

Age 32 31 30 28 

Area 
Income 

69481.9 61840.3 57877.2 56180.9 

Daily 
Internet 
Usage 

172.8 207.2 172.8 207.2 

Ad Topic 
Line 

Decentralized 

real-time 

circuit 

Optional 

full-range 

projection 

Total 5th 

generation 

standardization 

Balanced 

empowering 

success 

City Lisafort 
West 

Angelabury 
Reyesfurt 

New 
Michael 

Male 1 1 0 0 

Country 
Svalbard & 
Jan Mayen 

Islands 

Singapore Guadeloupe Zambia 

Clicked 
on Ad 

0 0 0 0 

 

This Table 1 includes time spent on the site, age, area income, 

internet usage, gender, and the city. The model largely relies 

on Time Spent on Site (how engaged users are), Gender-

which impacts the behaviours based upon demographics-and 

Daily Internet Usage, which determines how familiar 

someone is with the internet; this decides his interaction 

probability with the ad. 
 

6. Conclusion and Future Scope  

This study investigated the efficiency of Logistic Regression 

and Decision Tree models for real-time ad click prediction. 

The Decision Tree model surpassed Logistic Regression in 
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performance metrics, achieving an F1-score of 0.744 

compared to 0.7154. However, its susceptibility to overfitting 

and dependence on dataset characteristics highlight the need 

for further improvements. 

Future research should explore ensemble methods, such as 

Random Forests and Gradient Boosting, to enhance 

prediction accuracy and robustness. These methods could 

address current limitations by combining multiple decision 

trees to reduce variance and prevent overfitting. For example, 

studies have shown that Random Forests excel in handling 

high-dimensional datasets and missing values, while Gradient 

Boosting effectively models complex patterns in data by 

sequentially optimizing weak learners. Incorporating such 

methodologies could offer a more reliable and scalable 

solution for ad click prediction, drawing insights from 

existing research on ensemble learning applications in similar 

domains. Additionally, deep learning models, though 

computationally demanding, hold promise for capturing 

complex data patterns. Addressing imbalanced datasets, 

incorporating privacy-preserving techniques, and integrating 

real-time data streams are other potential areas for future 

work. These advancements could significantly improve the 

reliability and scalability of ad click prediction systems. 
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