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\textbf{Abstract}—A renewed interest in cloud computing adoption has occurred in academic and industry settings because emerging technologies have strong links to cloud computing and Big Data technology. Big Data technology is driving cloud-computing adoption in large business organizations. For cloud computing adoption to increase, cloud computing must transition from low-level technology to high-level business solutions. Security, privacy and elimination of repetitive copies of data is of primary concern for many applications of Big Data (BD). Data of the consumers must be protected else private information can be leaked. Cloud should let the owners or a trusted third party to check for the integrity of their data storage without demanding a local copy of the data. For this reason, this paper covered: Issues in big data management (BDM), secure data processing (DP) and access control (AC’s) of data in cloud by data owner, data integrity verification in cloud. On performance basis, proposed approach is tested and simulated on different raw data and their processing compared with few of existing algorithm based on security, accessibility and integrity parameters. Results obtained are satisfactory to achieve all in single approach.
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\section{INTRODUCTION}

Cloud computing and Big Data technologies have the potential to disrupt industries and businesses through predictive analytics, machine learning, and artificial intelligence (AI) applications, bringing massive competitive advantages for businesses (Hashim, Hassan, & Hashim, 2015). Therefore, when scholar-practitioner Liu (2013) claimed that Big Data technology was the driver of cloud computing adoption in large business organizations, academic research was needed to accept or reject that claim. To examine Liu’s recommendation that cloud computing adoption can be increased by increasing usefulness of the cloud computing through cloud-powered business enhancing service offerings such as Big Data analytics and business intelligence, a predictive model for cloud computing adoption, was created.

Security and privacy of big data is of primary concern for many applications. Data of the consumers must be protected else private information can be leaked. Similarly, due to the cost-efficiency, reduced overhead management and dynamic resource needs, content owners are outsourcing their data to the cloud who can act as a service provider on their behalf. Therefore, data integrity is of critical importance. Cloud should let the owners or a trusted third party to check for the integrity of their data storage without demanding a local copy of the data. Owners often replicate their data on the cloud servers across multiple data centers to provide a higher level of scalability, availability, and durability.

However, the data owners need to be strongly convinced that the cloud is storing data copies agreed on in the service level contract, and data-updates have been correctly executed on all the remotely stored copies. For this reason, this paper covered: Security and privacy issues in big data management, secure data processing and access control of big data in cloud, data integrity verification of big data in cloud, and security and privacy of sensing data for big data applications. Even though the novel computer hardware and network technologies can handle the demand of generating a big volume of data, effective file reduplication can save storage space in either the private computing environment or the public cloud system.

\section{RELATED WORK}

[1] Towards the Design of a System and a Workflow Model for Medical Big Data Processing in the Hybrid
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Globally, a big data analytics technology is being issued in various business areas including the medical field. Because the technologies demand a large number of resources, studies on a distributed cloud including a hybrid cloud technology are needed. However, there are limitations of performance and cost since the most of hospitals use the private cloud of low computing resource. Thus, a research on the hybrid cloud is required to resolve the limitations. In this paper, we propose and evaluate a system called BigPros for medical big data processing with the proposed workflow model in the hybrid cloud resolving above issues. Based on this study, the BigPros can provide an efficient data processing method for a medical big data analytics in the hybrid cloud environment.


The importance of big geospatial data hosted on cloud environments is constantly growing. Main reasons are the rapid increase in volume of remote sensing data, the trend to persistently store and share more in-situ data at higher sampling rates, and the reduced management overhead of data hosted on commercial cloud platforms compared to in-house solutions. At the same time, cloud computing has the advantage of high scalability (and often reliability) and the capability to match the increasing computational requirements entailed by Big Data processing. This paper discusses interoperability and portability issues of cloud computing architectures and introduces a standards-based architecture to facilitate geospatial big data processing in hybrid cloud environments by leveraging and extending standards released by the Open Geospatial Consortium, OGC.


Cloud computing is moving increasingly to a destination with no return: the consolidation is an essential tool for the future existence of the internet world. Cloud computing is used as private, hybrid cloud, big data analytics and backup. Today the trend followed is to store the databases and software’s in cloud environment. The services are taken whenever required. Without installing software’s in systems users can go to cloud where already software is available and make use of it similarly for storing data also. Security is the main aspect now for the confidential data what we store in cloud.


The amount of data that human activities generate poses a challenge to current computer systems. Big data processing techniques are evolving to address this challenge, with analysis increasingly being performed using cloud-based systems. Emerging services, however, require additional enhancements in order to ensure their applicability to highly dynamic and heterogeneous environments and facilitate their use by Small & Medium-sized Enterprises (SMEs).


Big data can be hosted on cloud and being shared distributed through cloud services in an unprecedented volume, variety and velocity. These causes not only cloud network congestions and delayed cloud services but also increase in public cloud data-out charges. Client-side cloud cache alleviates these problems. Furthermore, cloud cache must be aware of no uniform data-out costs when big data is stored in hybrid clouds built with different public cloud providers. Deploying i-Cloud approach as the core mechanism of cloud cache could save data-out cost up to 14.78% or 4,425 USD saved per annum based on our representative scenario, and delivered 17.24% byte-hit, 17.96% delay-saving and 29.33% cache hit outperforming LRU, GDSF and LFU-DA approaches. A main finding is that i-Cloud, learning uniform cost patterns, could perform well against nonuniform cost environment.

III. METHODOLOGY

The researcher used a quantitative, nonexperimental, correlational research design to investigate whether perceived usefulness of cloud computing, perceived ease of use of cloud computing, security effectiveness of cloud computing, the cost-effectiveness of cloud computing, intention to use Big Data technology and the need for Big Data technology, could predict adoption of cloud computing. A quantitative approach was selected, which helps to facilitate an examination of the strength of association between quantified constructs (Howell, 2013). The variables of interest for the study were gathered in a numerical format using the validated survey instruments. Within this study, the researcher intended to assess the presence and magnitude of the relationship between the independent variables and the dependent variable.
 Basically our system is consisting of clients (Data owners), a metadata server and main data servers (Cloud Service Providers), access and authentication policy. A distributed file system is built on those data servers and the metadata server. Clients interact to those servers via network connection to perform data de-duplication by using an access interface.

**IV. RESEARCH PARAMETERS**

Following are the research parameters on which the proposed study is going to be evaluated some of them are summed up as follows:

- Ease of Access
- System Complexity
- Internal Security
- External Security
- System Efficiency

**V. RESEARCH TOOLS**

There are many tools available to implement the proposed study, following are some illustrations:

The source code of widely used Hadoop distributed file system will be modifying to adapt new optimizing procedures into it. Scheme’s performance will be test in a

- SHA-1
- AES
- Online Algorithmic Complexity Calculator: OACC.

An application security framework provides a systematic means to manage access to privileged operations in an application. The entity requesting access is typically a human user that is logged in to the application; the requesting entity does not, however, always need to be a human user: for example, it could also be another system interacting with the application. The requesting entity is called the subject in some security frameworks; in OACC, it is called the **accessor**. The object or asset that is accessed in a security relationship is called the **accessed** in OACC.

**VI. CONCLUSION**

Researchers in academia and practicing communities are standing at a crossroad of technology transformation. Some companies have had successes with their products and services in transforming industries with the help of disruptive, emerging, and innovative technologies. However, many companies with limited resources are struggling with this surge of the technology revolution. In This research attempted to close the knowledge gap between academia and practitioners by studying two of the most prominent technologies of the 21st century: cloud computing and Big Data technology.

As the technological world is moving at a rapid pace and AI, deep learning, machine learning, Big Data technology, and cloud computing are all inter-connected, it is crucial to have a solid understanding of how to adopt cloud computing. Cloud computing is directly linked to infrastructure and an organization’s IT strategy.
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