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Abstract- The random forest is one of the fastest, powerful and easy to use techniques with the ability of performing 

regression and classification task recorded in the biblical study of machine learning. It grows into forest with some number 

of decision trees as a hybrid system. The problem of missing data which results from over-fitting can best be handled by 

random forest. The process places a very big barrier on how well the existing methods and functions. This also affects the 

success metrics in the process of training, testing and validating classifiers in order to produce a more generalized and 

accurate results for predicting grayscale digits on images. This model is usually employed in replacing the continuous 

variables with the median values while computing the correct weighted proximity average of all the missing data values. 

Our aim is to develop an efficienct random forest model using the classification and regressor classifiers with some high-

quality of input data by introducing weighted average and the best in majority vote. This model has been trained and tested 

using the MNIST dataset with some adjusted hyper-parameter values which defined and improved the general performance 

of the combined trees in the forest. The simulation was done using python programming language and resulted to 99% and 

90% metrics of accuracy in comparison with the random forest classification and regression approach respectively. 
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I. INTRODUCTION  

 

The random forest(RF) is one of the most widely known 

and easy-to-use supervised machine learning technique for 

sovling classification and regressor problems[1],[2]. This 

help to combine multiple decission trees with samples of 

observed features in training and testing of models in order 

to predict data patterns. A single decision-tree and other 

machine learning classifiers, in most cases tends to overfit 

training data. The RF can overcome this anomaly by 

considering the average predicted results from different 

trees within the RF[3]. The RF has higher rate of 

prediction accuracy over the use of a single decision-tree 

and other machine learing techniques with 

classifiers[4][5]. Accurate predictions and better 

generalizations can be achieved through the use of RF 

forest techniques. This solves the problem of overfitting 

caused by missing datas, eliminates low biasness, reduces 

high varinace and influences the overall error rate[6],[7]. 

The existing methods of machine learning classifiers are 

faced with the problem of high error-rate and missing data 

problem as caused by over-fitting when adopted as a single 

or stand-alone model. Also, the training and testing of 

machine learning classifiers in predicting grayscale digit on 

images places a very big burden on the existing methods. 

The RF is recorded to be highly efficient, accurate and 

exhibits the strength that can not suffer from the difficulties 

encountered in over-fitting because of the number of 

n_estimators involved in the process of fitting the 

model[8][9]. Therefore; we intend to develop an efficient 

RF model to correctly predict grayscale digits on images 

using the RF classifiation and regresion approach. The 

model will be used to handle missing values or data 

problem by replacing the continuous variables with the 

median values and compute for the proximity weighted 

average of all the missing values and predictions. 

 

This work is arranged in sections. The first section focuses 

on the introduction. Section two presents a brief review of 

some related literatures used and the gap in adopting the 

proposed model. Section three, introduces the materials 

and methods used in developing the model. Section four 

focuses on detailed discussion of the results while section 

five presents the conclusion of this work. 

 

II. RELATED WORK  

 

An improved RF classification model was developed using 

parts of a whole disjoint dataset  to stimulate the individual 

decision-trees based on the weighted voting  and Q-

statistics measures of diversity[10]. The variation and 

distances  between dataset pairs were recorded and ranked. 

The metrics of accuracy was made to be more effcient 

using some varying and different number of n_estimators 

ranging from 5 to 100 with step value set to 5, but required 

more training time and could not function well as expected 

with large dataset.  

http://www.isroset.org/
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A RF classifier and j48 type of decision tree was 

adopted[11]. A ten-fold cross validation set of 
  

   
 and 

  

   
 

of the total items were used as training and testing set for 

ten iterations to overcome the problem of overfitting. The 

results were accurate ranging from 69.23 to 96.13 percent 

and pricise in some of the cases when the instances were 

increased from 286 to 699 and the model attributes set to a 

constant value. A  support vector machine(SVM), K-

Nearest Neighbor (KNN) and RF was employed in 

predicting different types of hand-written digits[12]. The 

training and test dataset was loaded and fed to the different 

classifiers  in obtaining 97.7% and 97.74% metrics of 

accuracy for the SVM testing and training set respectively. 

Therefore the SVM performed quite better than KNN and 

the RF model. But there was this problem of not been able 

to aggregate the individual decision trees within the 

random forest. And this led to low accuracy rate that 

required some future engineering techniques to be 

corrected.  A logistic regression(LR), RF and SVM model 

was developed to classify human-handwritten digits using 

the MNIST dataset[13]. The implementation of the SVM 

classifier employed the concept of hyper-plain in 

classifying data patterns into different classes that are 

equdistant from each other. RF was employed to randomly 

construct or grow decision-trees from data samples to 

make prediction from each trees to have the best solution 

by means of selecting the best votes. Al-Behadili[14], 

developed a neural network using 4-input, 3-hidden and 1-

output layers, decision-tree and KNN models, to predict 

human handwritten-digits(from 0-9) based on 28 by 28 

grayscale image system. This model was trained and tested 

using the MNIST dataset to ascertain the performance of 

NN as the best among KNN and decision tree classifiers 

but required more training time to perform better in terms 

of digit recognition[15]. Singh, and Sathyaraj[16] 

combined the RF, Naive Bayes and decision-tree 

classifiers to match data patterns between attributes in 

making predictions using small and large scaled dataset.  

The results revealed that decision tree was the most 

suitable for large scaled data and Naive Bayes for small 

scaled dataset but was limited by the problem of over-

fitting as a result of missing data. A RF model was used in 

combination with Naives Bayes and the J48-decision tree 

classifiers to classify patterns with predictor variables 

using protein dataset[17]. The random forest produced 85 

correctly and 15 incorrectly classified data patterns, 

correctly classified J48-Decision-tree as 93 and 7 

incorrectly classified data patterns. And Naive Bayes with 

90% correctly classified and 10 incorrectly classified data 

patterns to produce 90% overall metrics of accuracy. 

Chherawala[18] proposed the use of weighted vote 

collection of RF and RNN classifiers, trained and tested 

with some feature dataset to predict offline human 

handwritten digit recognition system. This was done with 

some grayscale feature extraction technique to provide an 

optimal solution. An assembly of machine learning 

model(DT, Euclidean distance, SVM, KNN and NN 

classifiers was adopted) capable of predicting MODI-

script characters[19]. The performance of Decision was 

97.68% which is higher in accuracy among others but 

resulted to over-fitting that can best be handled by random 

forest. 

 

III. METHODOLOGY 

 

It is so relevant to give credit to efforts made by different 

authors in adopting random forest model and other ML 

techniques to effectively predict grayscale digits on 

images. We therefore proposed to build on the areas that 

with some lapses. We were able to identify and narrow our 

study down to the use of random forest classification and 

regression techniques.  

 

Grayscale images: Gray images contains regular grid of 

cells called pixels with only two possible values usually 

displayed to be black and white. The black and white 

colored pixel values are often set to digit 0 or 1[20]. This 

can help separate digits or objects displayed on binary 

images from the background. The white colored pixels are 

used to represent the digit as object and black pixels are 

used to represent the background color which depends on 

the digit generated on the binary image[21]. The color 

used or surrounded by the digit(object) in the grayscale 

image is the fore-color  while the pixels outside the images 

are the background color. Pixels are the smallest units in 

digital image that contain regular grid of cells[22]. The 

grayscale images used by the proposed system are stored 

as 8-by-8 bits formation from 0-to-63 possible shades of 

gray pixels represented using white and black. Grayscale 

images are very useful because most hardware devices 

used to capture and simulation languages used to generate 

images support the 8-bit image display system[23]. 

Therefore, grayscale images are sufficient enough for the 

proposed system tasks.   

 

Segmentation: is the act of partitioning grayscale images 

into meaningful units or structures that are similar to 

human hand-written characters[24]. Image segmentation is 

necessary to obtain a reliable and detailed representation 

of digits as objects on grayscale images. 

 

 
Figure 1: The design of grayscale digits on images[25] 

 

Dataset used: The proposed system dataset was sourced 

from the MNIST(Modified National Institute of Standard 

and Technology) experimental dataset with high quality 

and easy to use grayscale digits placed on images that 

ranges from 0-to-9. This contains one of the largest and 

highly grayscale digits found in Python sklearn library 

used as the testing and training of machine learning 

classifiers. And the dataset is divided into training and 

testing set. 
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Classification technique: is one of the key and useful 

components involved in decision making process that 

categorize data based on some observed features or 

criteria. We employed the feature extraction technique in 

classification where a feature vector(X) in the process 

represented by [16] as:    

 

  (          )                                                            (1) 

 

Where "f" represents the features and "n" number of 

features extracted from the grayscale digits presented on 

images and efficiently classified to form an appropriate 

class. We adopted row and class-feature sampling 

technique for each and every decision tree to reduce bias 

and high variance. The Change in input dataset causes low 

variance in the decision tree and output will be very good 

and accurate with majority votes for the binary 

classification model[27].   

 

     {(       ) ∑              
 
   }                 (2)          

   

Where ∆k is the set probability distribution over X, We 

therefore assume that ek to be a member or element of ∆k 

and if a decision-tree(t) predicts that an instance to a class 

Xk Then we can rewrite as: 

 

  
 

 
∑     
 
                                                                    (3) 

 

Where "N" represents total number of data samples under 

observation, "T" the overall or total number of DT within 

the forest, "i" represents the instances of the forest tree 

predictions that coincides with the class of Ck and Ŷi  is the 

maximal for all a Ŷϵ∆k 

  

The RF model: Random forest is the assembly of 

different decission trees with samples of observed features. 

We intent to build multiple decision called the Random 

forest using classification and regression gini approach. A 

single decision-tree has high variance and the collection of 

several decision-trees is called the random forest which 

help solve the problem of high by varience[28]. Because 

each and every DT within the forest is perfectly trained 

using the sample data which depend mainly on multiple 

decion trees but not single tree. The result of random forest 

classification is always-based on majority voting while the 

outcome of regression problem is the mean of all the tree 

predictions as output within the forest[29]. In the random 

forest most of the trees are producing correct predictions 

while some are making mistakes. For this reason voting is 

required to be carried out based on the classifications for 

the observed result poll and expected the outcome to be 

closer to the correct classification[30]. We intend to use 

more high-quality data with adjusted hyper-parameter 

values for both models which can define the number of 

trees in the RF to improve and produce a more generalized 

and better result. A single decision tree will always result 

to the problem of low bias and High variance. Therefore; 

we adopted RF tree to convert the low bias and high 

variance of a single decision-tree to have a low variance. 

 

Training and testing dataset: The uploaded dataset of the 

proposed system is divided into 80% (1437 items) and 

20%(360 items) of the total dataset(1797 items) for 

training and testing using the xtrain, xtest, ytrain, ytest = 

train _and_test_split and test_size set to 0.2 command. 

 

Training and testing of classifiers: The sklearn and 

ensemble libraries are employed to build multiple decision 

trees in predicting the outcome based on majority vote. To 

train and evaluate the mode we employed the training(80% 

or 1437) and testing(20% or 360) of the total dataset(1797 

items). We further fine-tuned the hyper-parameter values 

of the random forest classifier with the following number 

of decision trees(20, 30, 40, 50, 60 and 70 as estimators) in 

measuring the general performance of the model.  

 

RF classification model: The ensemble library will be 

used to predict grayscale digits in the classification model 

because we are building multiple decision trees to predict 

the outcome. We propose to fine-tune or adjust the 

n_estimators in the random forest classifier to train with 

10, 20, 30, 40-to-70 random trees.  And the seabon 

visualization library in python to display the confusion 

matrix and this will help to evaluate the training the model 

 

RF regression model: The training and testing dataset 

will be scaled before feeding it to the fitted regression 

model using the regression class of the sklearn ensemble 

library, trained and tested with specific number of 

n_estimators(decision-trees) as parameters and random 

states set to be 0 to obtain an optimal solution.  This 

adjustable parameter defines the random forest. 

 

RF Algorithm for classification and regression [28] 

Step 1:  Start 

Step 2: Assume cases in the training set to be C and 

 randomly select cases with replacement. 

Step 3: if there are inputs of M features with a variable 

 representing number m<M being specified such 

Classification 
algorithm 

Regression 
algorithm 

Stop 

Figure 2: Process flow diagram 

Classification 

Technique 

Random 

Forest 

Evaluation of results 

Training and Testing of classifiers 

MNIST 

Dataset 
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 that at each node, "m"  variables are randomly 

 selected out of "M". Take  the best split on the 

 node and peg the value of "m" to be constant 

 while we build-up the forest. 

Step 4:Grow each decision-tree to have the largest 

 possible size without pruning 

Step 5: Predict with n_estimators using majority vote for 

 classification and mean for regression. 

Step 6: Stop 

 

Evaluation of algorithms 
This is the last and final step  to effectively measure the 

performance our proposed techniques.  We proposed the 

use of mean square error(MSE), mean absolute 

error(MAE), Root mean square error( MSE), Prediction 

accuracy and training time complexity  to adequately 

measure the performance of the proposed system  for 

comparison.  

 

III. RESULTS AND DISCUSSION 

 

We discussed about different ML classifiers and adopted 

the random forest classification and regression classes. 

And implemented the model with specific number of 

n_estimators(decision trees) set to 10, 20, 30, 40, 50, 60 

and 70 decision trees for performance evaluation. 

 

 
Figure 3: The Confusion Matrix of RF classification 

 

The confusion matrix is employed to evaluate the 

performance of the proposed system classifiers on set of 

test data for which the true values are known. The main 

diagonal elements or values shown in figure 2 represent 

the total number of points for which the predicted 

grayscale digits are equal to the actual or true values. The 

wrongly predicted grayscale digits falls-off the main 

diagonal called the off-diagonal elements. The higher the 

diagonal values the better the predictions. The increasing 

diagonal values of the confusion matrix from 25, 29, 30, 

41, 36, 35, 42 to 44 shows evidently the increasing 

performance of the model in terms of prediction. 

 
Figure 4: The prediction graph of RF Regression 

 

Figure 5 is the plot r graph of RF predicted values against 

the true values.  The correct predicted points lies within 

the straight line while the points outside the line are the 

wrongly predicted points of grayscale digits(4 points 

above and 6 points below) by the proposed system 

regression model. 

 

 
Figure 5: The RF generated from the proposed model 

 

Figure 5 depicts the random forest generated from the 

proposed system model after training which combined the 

simplicity of different decision-trees resulting in a vast 

improvement in accuracy using the MNIST dataset. This 

was done by choosing samples randomly from the original 

set with replacement to construct trees using variables to  

represent random subset at each step. This resulted in a 

wide variety of forest trees as shown in figure 4. 

 
Table 1: Comparing the accuracy of random forest algorithms 

Total No. of Trees  RF_Classifier RF_Regressor 

n_estimator=10 94.72 61.0 

n_estimator=20 95.2 80 

n_estimator=30 96.0 84.0 

n_estimator=40 97.0 85.0 

n_estimator=50 98.0 86.0 

n_estimator=60 99.17 91.50 

n_estimator=70 99.17 91.94 
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Table 1 shows the change in prediction accuracy with 

respect to the number of estimators starting from 10, 20, 

30-to-70 forest trees. The metrics of prediction accuracy 

increases as we grow and add more trees to the forest 

space for both models. The RF_classification model 

produced 94.72%, 95.2%, ..., 99.7% when the number 

n_estimators are set to 10, 20, 30,....,70 compared to the 

RF_regressor model which was not measurable.  

 

Training time variation of RF_classification and 

Regressor class 
The training time variation of the proposed model is the 

time taken to train the model with specific number of 

n_estimators in predicting grayscale digits on images 

shown in table 2 above. 

 
Table 2: Comparing the training time complexity of both models 

measured in seconds 

Total No. of Trees  RF_Classifier RF_Regressor 

n_estimator=10 1.24 1.74 

n_estimator=20 1.40 2.73 

n_estimator=30 1.77 3.91 

n_estimator=40 2.08 4.67 

n_estimator=50 2.41 5.57 

n_estimator=60 2.57 6.33 

n_estimator=70 2.82 6.73 

 

The training time complexity of RF_classification and 

RF_regressor are recorded to be 1.24 and 1.74 seconds 

when the trees are set to 10 and 20, 30 to 70 estimators as 

shown in table 2. Results from table 2 shows that the RF 

classification performed faster compared to the RF 

regression classifier at every point. The proposed system 

training time varies with the number of estimators as it 

increases when more trees are grown within the forest. 

 
Table 3:Comparing the performance of RF algorithms 

RF algorithms n_estimatos MAE MSE RMSE 

RF Classifier   

10 

0.191 0.919 0.959 

RF Regression 0.613 1.208 1.099 

RF Classifier  

20 

0.187 0.853 1.074 

RF Regression 0.685 1.273 1.128 

RF Classifier  

30 

0.144 0.711 0.843 

RF Regression 0.706 1.357 1.165 

RF Classifier  

40 

0.154 0.533 0.730 

RF Regression 0.605 1.09 1.04 

RF Classifier  

50 

0.142 0.803 0.696 

RF Regression 0.679 1.389 1.178 

RF Classifier  

60 

0.047 0.336 0.486 

RF Regression 0.631 1.096 1.047 

RF Classifier   

70 

0.041 0.232 0.467 

RF Regression  0.524 0.748 0.864 

 

The increasing value of n_estimators decreases the MAE, 

MSE in classification and increases the RMSE value of the 

regression model but later decreased in value. The 

RF_Classification recorded the least MAE, MSE and 

RMSE rates compared to the RF_regression classifier. In 

comparison the RF_Classification model produced the best 

result in predicting digits on grayscale images than the 

RF_regressor classifier. 

 
Figure 6: The error terms 

 

Figure 6 shows the MAE, MSE and RMSE used to 

measure the performance of the system model represented 

with green, red and blue colored lines. The error terms of 

proposed model decreases along the horizontal plane based 

on the number of estimators at different rate. The MSE 

represented by the red-line decreased from point 10 to 40 

and increased from 40 to 50 and converges from point 60. 

Both error terms tends to be aligned at point 60. 

 

 
Figure 7: The Training time complexity of RF 

 

Figure 7 shows the training time variation graph for both 

models with respect to the number of grown decision trees 

in the RF space. The simulation plot of RF classification 

model is recorded to be lower and faster compared to the 

RF_regressor classifier as shown in figure 7. The training 

time of the proposed model increases along with the 

number of n_estimators(decision trees). 

 

 
Figure 8: Accuracy Graph of RF classification and regressor 

model 
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Figure 8 depicts the recorded success metrics of the RF 

classification and regression classifiers measured in 

percentage. The RF_Classification classifier produced 

99% metrics of accuracy which was higher compared to 

the RF_regressor classifier with success rate of 90%.  

 

II. CONCLUSION   
 

The existing methods of practice are inefficient in terms of 

accuracy, training time complexity and error rates for 

predicting grayscale digits on images. From the 

experimental results the performance metrics of the RF 

classification model increases along with the training time 

complexity which is higher in accuracy. And the error rate 

converges faster and tends toward the zero point as we 

construct and add more trees with an incremented value of 

ten estimators to the RF space.   

 

The experimental results proved to be highly accurate in 

prediction and errors converges as required when more 

trees are grown and added to the forest space. We 

therefore; evidently conclude that the RF classification tree 

model performed better as required than the random 

regression model. 
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