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ABSTRACT- In this paper we Analysis the IIR filter designngiPSO method .The simulations of designing lIRehlbeen

done and the simulation results show that the naetHdIR tilter design proposed in this paper istbethan the method of

genetic algorithm (GA) and immune algorithm (IA)tromly in the convergence speed but also in thiopgeance of filter.
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. INTRODUCTION

A digital filter is a system that performs matheiceit
operations on a sampled, discrete-time signal doge or
enhance certain aspects of that signal. This @imrast to

the other major type of electronic filter, the amafilter,
which is an electronic circuit operating on contina-time
analog signals. There are two major classes oftalligi
filters namely, finite impulse response (FIR) fikeand
infinite impulse response (IIR) filters depending the
length of the impulse response. Discrete component

dependent design, prone to high component tolerance

sensitivity, poor accuracy, highly susceptible hermal
drift and large physical size are the major retoast of
analog filter implementation. On the contrary, thgfilter
performs mathematical operation on a sampled, etiscr
timed signal to achieve the desired features with help
of a specially designed digital signal processdBRIp chip
or a processor used in a general purpose comitgtal
filters are broadly classified into two main catege
namely; finite impulse response (FIR) filter andiriiie
impulse response (lIR) filter. The output of FIRtef
depends on present and past values of input, soaine
nonrecursive is aptly suited to this filter. On thther
hand, the output of IIR filter depends not onlypmevious
inputs, but also on previous outputs with impulse
responses continuing forever in time at least tstacally,
so the name recursive is aptly suited to thisrfileayway,
a large memory is required to store the previoupuis
for the recursive IIR filter. Hence, due to thespects FIR
filter realization is easier with the requiremerft less
memory space and design complexity. Ensured diabili
and linear phase response over a wide frequenggerare
the additional advantages. On the other hand, ilter f
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distinctly meets the supplied specifications of rpha
transition width, less pass band ripple and maop sand
attenuation with ensured lower order compared tB Fl
filter. As a consequence, properly designed IIReffilcan
meet the magnitude response close to ideal and finetg
as compared to FIR filter. Due to these challenging
features with wide field of applications, perforncas of
lIR filters designed with various evolutionary apization
algorithms are compared to find out the optimizatio
effectiveness of the algorithms and the best optiitfa
filters.

2.1IRFILTER
lIR filters are digital filters with infinite imp@e response.

Unlike FIR filters, they have the feedback and lamewn
as recursive digital filters.

FIR Filter lIR Filter
x(n) hu(n) y(n)  x(n) hy(n) y(n)
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h.(n)
Az)

Fig. 1 FIR and HiRers

The 1IR filters have much better frequency respothss
FIR filters of the same order. Unlike FIR filtertheir
phase characteristic is not linear which can caase
problem to the systems which need phase linedrity.
this reason, it is not preferable to use IIR fétém digital
signal processing when the phase is of the essé&itRe.
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filters can have linear phase characteristic, whihmot
typical of IIR filters. When it is necessary to lkeakmear
phase characteristic, FIR filters are the only lade
solution. In other cases when linear phase chaisiiteis
not necessary, such as speech signal processRdiltelrs
are not good solution. IR filters should be usesdtéad.
The resulting filter order is considerably lowen fthe
same frequency response. The IIR filter transfacfion is
a ratio of two polynomials of complex variable zThe
numerator defines location of zeros, whereas the
denominator defines location of poles of the résgltIR
filter transfer function.

Analog Analog Digital
Prototype " Filter " Filter
Filter

Fig. 2. Design method using analog psgteffilter
TYPESOF IIRFILTER

=  Butterworth filters.
= Chebyshev filters.

= Inverse chebysheuv filters.

Elliptic filters.

The IIR filter designs differ in the sharpness ot
transition between the pass band and stop bandewhey
exhibit various characteristics.The main advantdigéal
IIR filters have over FIR filters is their efficien in
implementation, in order to meet a specificatiortarms
of pass band, stop band, ripple, and/or roll-offcisa set
of specifications can be accomplished with a loweter
IIR filter than would be required for an FIR filtemeeting
the same requirements. If implemented in a signal
processor, this implies a correspondingly fewer berrof
calculations per time step. FIR filters can be easo
design, for instance, to match a particular freqyen
response requirement. This is particularly true nvilee
requirement is not one of the usual cases high-pass
pass, notch, etc. which have been studied and zetin
for analog filters. IIR filters are the potentiakflimit cycle
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behavior when idle, due to the feedback system in
conjunction with quantization.

3. PARTICLE SWARM OPTIMIZATION

The PSO algorithm is an adaptive algorithm basedaon
social-psychological metaphor; a population of vidials
(referred to as particlegidapts by returning stochastically
toward previously successful regions. Particle $waas
two primary operators: Velocity update and Position
update. Duringeach generation each particle is accelerated
toward the particles previous best positammd the global
best position. The new velocity value is then used
calculatethe next position of the particle in the search
space. PSO is a flexible, robust population-based
stochastic search or optimization technique witlpliait
parallelism, which can easily handle with non-diffetial
objective functions, unlike traditional optimizatio
methods.

The particle swarm algorithm is used here in tewhs
social cognitive behavior. It is widely used foroplem
solving method in engineering. In PSO, each paknt
solution is assigned a randomized velocity, arewfi”
through theproblem space. Each particle adjusts its flying
according to its own flying experience and its campns’
flying experience. The ith particle is representedX =
(Xiz, Xiz, ==~ Xiq). Each particle is treated agoint in a D-
dimensional space. The best previous position ftbst
fitness value is called pBest) of any particle ésarded
and represented as, B (pi, po-—--- piq)-Anther “best”
value (called gBe¥tis recorded by all the particles in the
population. This location is represented gs By, Pgo-—---
-Pgay A t each time step, the rate of thesition changing
velocity (accelerating) foparticle iis represented as;\t
(vi1, Vip-----Vig). Each particle movesward its pBestand
gBest locations. Theperformance ofeach particle is
measured according to a fitness functiajch is related
to the problem to be solved [3].

4. SIMULATION RESULTS

This section represents the simulation frame workttie
design of IIR filter using PSO. Enter the valuetbf= 35,
Enter the value of t2 = 40, Enter the central feaquy =
100
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Figure 3, Magnitude Response

Pole/Zero Plot
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Figure 4, Pole/ zero plot
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Phase Response
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Figure 5, Phase Response

5. CONCLUSION AND FUTURE SCOPE

To analysis filters with special requirements sasha trade-
off in norms or concerning quantization effectsr¢thés a
need of more general optimization techniques.|lferS are
widely used in the field of signal processing dwe itis
distinguishing features such as: the stabilitygdinphase and
easiness for realization. IIR filters are used dpplications
where linear characteristics are not of concerR. flliter is
better for lower order tapping. IIR filters mustvieaat least
one pole. It is a recursive filter means it hasdfeek. IR
filters may be unstable depending on the locatibipales
where as FIR filter is always stable. Pole-Zerotplis an
important tool. It can be used to determine stighilVe can
distinguish from pole-zero plots whether the filisr low
pass, high pass, band pass or band stop. Low iftass fiave
poles closer to the origin than zeros. They may mmente
zeros at all. High pass filters will have the zeobsse the
origin and will probably have at least one on thigin.
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