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Abstract- A mobile ad hoc network is a collection of wireless mobile hosts forming a temporary network without the aid of any 

centralized administration or standard support services regularly available in wide-area networks to which the hosts may normally be 

connected In this paper, we present an effective scheme to balance the load in ad hoc network. The scheme can be applied in most on-

demand routing protocols. It is implemented in the process of route request. When route request (RREQ) messages are flooded to 

acquire routes, Only the qualified nodes, which have a potential to serve as intermediate forwarding nodes, will respond to these 

messages, so that the established path will not be very congested, and the traffic will be distributed evenly in the network. In this 

scheme, a threshold value, which is used to judge if the intermediate node is overloaded, is variable and changing along with the nodes’ 

interface queue occupancy around the backward path. Therefore, we call it an adaptive load-balancing approach and the performance 

of routing overhead and average end-to-end delay is also improved.  
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I. INTRODUCTION 

An ad hoc wireless mobile network is an infrastructure-less 

mobile network that has no fixed routers; instead, all nodes 

are capable of movement and can be connected dynamically 

in an arbitrary manner. In order to facilitate communication 

of mobile nodes that may not be within the wireless range of 

each other, an efficient routing protocol is used to discover 

routes between nodes so that the messages can be 

transmitted timely. A lot of routing protocols have been 

already presented for mobile ad-hoc network. These 

protocols are generally categorised into 3 types as table-

driven routing, on demand routing and hybrid routing 

protocols. In Table driven Routing Protocol uses resources 

to maintain and up-to-date routing information in the form of 

tables. While on-demand routing protocol does not always 

maintain routing information at every node, and it only 

creates route when a packet is desired to transmit. and The 

Hybrid Routing protocol incorporates the mixed technology 

of table driven and on demand routing protocol. 

In this paper we present an efficient load balancing 

technique on on-demand routing protocol. Load Balancing is 

a method to distribute workload across multiple nodes in a 

network, to achieve optimal resource utilization, maximize 

throughput, minimize response time, and avoid overload .It 

is implemented in the process of Route discovery. When a 

RREQ message is flooded in the network, not every 

intermediate node, which receives the message, will 

broadcast it. The node will be first judged by the Threshold 

value to determine if it is overloaded. If so, the RREQ 

message will be dropped, and the established route won’t 

contain this overloaded node. The threshold value used as a 

criterion is dynamically changing according to the interface 

queue occupancy of nodes around the backward path. 

The paper is organised as follows. Related work is 

presented in Section II .The proposed Adaptive Load 

Balancing in DSR presented in Section III. Section IV is 

Performance Evaluation and Section V is Conclusion Of 

paper. 

II. RELATED WORK 

Routing being a fundamental issue of wired and wireless 

networks so a range of protocols have been proposed. In this 

section, we will review some problems in load balance for 

exiting routing protocols in ad hoc networks. The coupling 

problem is much more serious in single channel networks, 

where coupling also occurs when one path crosses the radio 

coverage area of another path. The load-balancing technique 

in ad hoc networks can be generally divided into two types. 

The first type is “Traffic-size” based, in which the load is 

balanced by attempting to distribute the traffic evenly among 

the network nodes. The second type is the “Delay” based, in 

which the load is balanced by attempting to avoid nodes 

with high delay. In this paper, the proposed scheme is 

applicable to most on-demand routing protocols, either 

single-path routing or multi-path routing. It belongs to the 

“Traffic-size” based type, and will distribute the traffic load 

evenly among the nodes in ad hoc network. 

III. ADAPTIVE LOAD BALANCING IN DSR 

M-DSR is an extension to the DSR protocol for computing 

multiple loop –free and link- disjoint paths. The protocol 

computes multiple loop- free and link disjoint paths. To 

ensure loop-freedom and node only accepts an alternate path 

to the destination if it has a lower hop count then the 

advertised hop count for that destination. The proposed 

adaptive load-balancing approach is carried out in route 

request procedure. When a source node wants to 

communicate with a destination node and has no available 

routing information about the destination, it will initiate a 

route request procedure to find a route by broadcasting a 

RREQ message. But not every immediate node that receives 

the message, will respond to the RREQ. Before broadcasting 

the RREQ again, the intermediate node itself first makes a 
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decision if it is qualified. If its interface queue occupancy is 

under the threshold value, the node is qualified and able to 

broadcast it. The queue occupancy mean the number of 

packets waiting to be transmitted in interface queue If the 

node’s queue occupancy is over the threshold value, it isn’t 

qualified and will drop the RREQ. 

By doing so, the overloaded nodes are excluded from the 

newly created paths, and an on-demand routing protocol 

using this scheme will distribute the traffic load evenly on 

the nodes in network. 

 
Figure 1.Route Request Process with Adaptive Load 

Balancing 

S - Source node 

D - Destination Node. 

Here is an example to explain the scheme here. In Figure 1, 

Node S is a source and D is a destination. When S wants to 

communicate with D, but without any available routing 

information, it will initiate a route discovery by flooding 

RREQ message. Any intermediate node receiving the RREQ 

will compare its current queue occupancy with its threshold 

before broadcasting it again. If queue occupancy is greater 

than the threshold, the RREQ will be dropped simply, such 

as nodes J and I. They do not broadcast the RREQ so they 

establish path will bypass these nodes. Otherwise, the node 

will deal with RREQ normally, such as nodes A, B, E and 

etc. In above scheme, the threshold value plays a key role in 

selecting nodes whether or not to forward RREQ. Every 

time an intermediate node receives a RREQ, it will 

recalculate the threshold, according to the nodes’ queue 

occupancy around the backward path. Therefore, the 

threshold is variable and changing adaptively with the 

current load status of network. Here, we present an 

algorithm to calculate the threshold for each node. 

Step 1: the node calculates the average queue occupancy 

(avg_qoc) using the nodes’ current queue occupancy in local 

area. So the node’s avg_qoc can be calculated as following: 

 
where qoc is the node’s own queue occupancy, and nb_qoci 

is the node’s neighbor’s queue occupancy, and n is the 

number of the node’s neighbors. For example, in Figure 1 

the avg_qoc of node A can be calculated by qoc of node A, 

and nb_qoc1, nb_qoc2, nb_qoc3 and nb_qoc4 of nodes C, S, 

E and J. n equals to 4. The source will calculate its avg_qoc 

and fill it in sum_qoc which is an additional field of RREQ. 

Step 2: the node’s threshold (thr) is calculated with the 

avg_qoc of all the nodes along the path. With the node’s 

own avg_qoc and the received RREQ’s sum_qoc which 

records the sum of avg_qoc of the nodes along the backward 

path, the threshold of node G can be calculated by its own 

avg_qoc and the sum_qoc of received RREQ which is the 

sum of avg_qoc of node S, A and E. 

 
Step3: the node compares its current queue occupancy (qoc) 

with the thr. When the node gets its thr, it will compare the 

value with current qoc. If thr is greater than qoc, it will 

respond to the RREQ as usual. Otherwise, it will simply 

drop it. 

(a) Proposed solution 

The proposed protocol will make the following changes to 

the existing reactive protocol 

1. Paths are selected depending on the hop count and 

queue length. 

2. Load is to be balanced via alternate paths if queue 

length processes a certain threshold value. 

3. RREQ packets are to forwarded or discarded 

depending on the queue length. 

IV. PERFORMANCE EVALUATION 

In this session we apply load balancing approach on DSR 

and evaluate the performance of M-DSR [Modified DSR] 

with O-DSR[Original DSR] in the simulation environment. 

M-DSR selects a path with a lower hop count and discards 

routes with higher hop count. In the present paper, Under 

this simulation environment three performance metrics have 

been evaluated 
 

1) Average throughput 

In low traffic load, the throughput of original DSR is 586 

kbps as shown in Figure 2. The throughput value should 

generally increase as traffic load increases. However, in 

medium traffic load, it increases to 639 kbps and then 

decreases to 496 kbps at high traffic load. This is indicating 

the capability of the network in transmitting data up to 15 

CBR traffic flow without loss of much data packets. An 

increasing traffic load beyond that limit leads to loss of more 

data packets which ultimately result in reduced throughput. 

The modified DSR shows inferior performance to original 

DSR and exhibits a decreasing trend in throughput value 

with increasing traffic load. In low traffic load, the 

throughput is 544 kbps, slightly lower than the original DSR 

and in medium traffic load the throughput is 200 kbps lower 

than original DSR. In high traffic load, the throughput is 

only 358 kbps. In a multipath environment, the traffic should 

get uniformly distributed to achieve better throughput values 

whenever congestion exists. Among the two congestion 

parameters, the chances of queue length to exceed the 

threshold value are higher in this case. However, the 

increased traffic flow might lead to congestion in 

intermediate nodes which might make those nodes 

unavailable for multi-hop routing. This might hinder the 

possibility of selecting a valid and effective multi-path for 

data transmission. 
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Figure2. Average throughput of original and modified DSR 

 

2) Average Jitter 

The average jitter of modified DSR is marginally higher in 

low and high traffic load scenarios and is lower in medium 

traffic load as shown in Figure3. The increase in jitter values 

is primarily due to the increase in traffic flow among the 

multi-path. 

 
Figure 3. Average jitter of original and modified DSR 

 

3) Average end-to-end delay 

Figure 4 shows the average end-to-end delay of original and 

modified DSR at low, medium and high traffic load 

scenarios. The original DSR result in higher end-to-end 

delays ranging from587 to 1014 ms. In original DSR, the 

need for transmitting data over a single path irrespective of 

traffic flow resulted in drastic increase in delay values. The 

use of multi-path in distributing the traffic overcomes the 

problem which exhibit reduced delay values. In different 

traffic load scenarios, the delay varies between 254 kbps to 

619 kbps. 

 
Figure 4. Average end-to-end delay of original and modified DSR 

V. CONCLUSION 

In the scheme each node checks its interface queue 

occupancy to determine whether it responds to the received 

RREQ or not. The criterion for the decision is a threshold 

value, which is calculated by each node when a RREQ is 

received. It is a variable along with the queue occupancy of 

the nodes around backward path. Therefore, the threshold is 

adjusted adaptively according to the load status of the 

network this scheme can distribute the traffic evenly among 

the nodes in an ad hoc network. 
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