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Abstract— In this paper, we introduce a bivariate binomial distribution that allows positive, zero or negative correlation 

between two variables which depends on multiplicative factor parameter. The marginal distributions of the bivariate binomial 

distribution are the univariate binomial distributions. Moment estimators and maximum likelihood estimators of parameters 

involved in this distribution are discussed. Sample observations are simulated from bivariate binomial distribution using the 

conditional distribution technique and test of the goodness of fit is carried out.  
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I.  INTRODUCTION  

Some bivariate discrete distributions like Poisson, 

Geometric, and Binomial etc. play a vital role in analyzing 

real life situations. The different bivariate distributions are 

available in the literature. Numerous bivariate discrete 

distributions have been studied in Kocherlakota and 

Kocherlakota [1]. The bivariate Poisson distribution is 

available in the literature due to Holgate [2] and Teicher [3] 

considers non-trivial cases of multivariate Poisson 

distribution. Karlis et al. [4] has also mentioned the 

application of correlated variables in sports data. Limitations 

of the bivariate distributions based on trivariate reduction 

method and copula functions are recognized in the literature  

Lakshminarayana et al. [5]  have proposed a bivariate 

Poisson  distribution as a product of Poisson marginals with 

taking an account of positive, zero or negative correlation 

between two variables depends on multiplicative factor 

parameter. They further discussed estimation based on 

method of moments and provided illustration. In the same 

line as above Famoye [6] developed a new bivariate 

generalized Poisson distribution using generalized Poisson 

marginals and Supanekar and Shirke [7]  introduced a new 

Bivariate Generalized Power Series Distribution (BGPSD). 

Supanekar [8] introduced a bivariate discrete distribution 

from Freund bivariate exponential distribution. This 

distribution is constructed by transforming a bivariate 

continuous random vector to a bivariate discrete random 

vector by considering integer part of the continuous random 

vector. 

In this paper we introduced a bivariate binomial distribution 

(BBD), which is particular case of BGPSD. Rest of the paper 

is organized as follows; the next Section II contributes to 

construction of bivariate binomial distribution  In Section III 

moments of BBD are calculated . Section IV describes the 

moment estimators and maximum likelihood estimators of 

parameters involved in the BBD. In Section V sample 

observations are simulated from BBD and test of the 

goodness of fit is carried out. In the last Section VI 

concludes research work.  

 

II. BIVARIATE  BINOMIAL  DISTRIBUTION 

Definition: 

Lakshminarayana et al. [5] and Johnson et al. [9] 

have specified joint probability mass function of bivariate 

distribution using the framework introduced by Sarmanov 

[10]. The joint probability mass function is given by, 
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where  x {0, 1, 2, . . . . .}, y { 0, 1, 2, . . . . .},  1 and 2 

are positive real numbers, ),(),,( 21  yPxP are marginal 

probability mass functions. The functions g1(x) and g2(y) can 

be any arbitrary „bounded‟ functions of x and y with finite 

mean. According to Lakshminarayana et al. [5] the choice of 

g1(x) and g2(y) are e
-x

 and e
-y

 respectively. The parameter  

is a suitably chosen real number such that, ),,,,( 21 yxP  

will be non-negative for all x, y ≥ 0. Hence it satisfy the 

condition 0))](()())][(()([1 2211  YgEygXgExg  for all 

x, y ≥ 0 . Here it is possible to chose negative value of α and 

hence the present model allows the correlation coefficient 

between x and y to be negative or positive by a proper choice 

of the parameter α.  

http://www.isroset.org/
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Using the same approach we define bivariate binomial 

distribution by taking univariate binomial distribution as 

marginal probability function. From (1) we define bivariate  

binomial distribution as 
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and using their expectations, joint 

probability mass function can be rewritten as  
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Probability mass function of bivariate binomial distribution 

for n1 = n2 = 4 and  various values of parameters p1,  p2,   is 

plotted and shown in Figure 1 to Figure 6.  

 

III. MOMENTS OF BIVARIATE BINOMIAL DISTRIBUTION 
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IV. ESTIMATION OF THE PARAMETERS 

Let (xi, yi), i=1,2,…n be a random sample of size n from 

bivariate binomial distribution. 

Define 
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Moment estimators: 

We know that 
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Therefore moment estimators of 1p , 2p  and  are given by  
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Maximum likelihood estimators: 

The likelihood function for observed data ( x , ) is given 

by 
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The maximum likelihood estimators of 1p , 2p  and  are 

the solution of following likelihood equations.   
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Figure (1) 

  

Figure (3) 

 

Figure (5) 

     

 

Figure (2) 

 

Figure (4) 

      

Figure (6)  
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V. SIMULATION FROM BIVARIATE BINOMIAL 

DISTRIBUTION 

The marginal distribution of Y is B(n2,p2) and the pmf of Y 

is given by 
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The conditional probability distribution of  X given Y= y is 

given by 
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Using the conditional distribution technique, we draw a 

sample of size n. In this technique, a realization of Y is 

generated from the distribution P(y). For this simulated value 

y, a realization of X from p(x|y) is generated; hence, the 

resulting pair (x, y) is an observation from the joint 

distribution p(x; y; p1, p2,). This procedure is repeated n 

times to give a random sample of size n. 

We generate 500 pairs of observations from a bivariate 

binomial distribution, with parameters n1 = 4,  n2 = 4, p1=0.3, 

p2 = 0.5 and  = 1. Table 1 gives the simulated data. 

 

Table 1 : Simulated random sample from BBD, n=500. 

 

X\Y 0 1 2 3 4 

0 7 35 42 24 3 

1 6 51 75 50 16 

2 12 41 54 35 9 

3 2 5 12 16 2 

4 0 0 2 1 0 

 

Table 2 : Fitting of bivariate data to BBD for p1 = 0.3, p2 = 

0.5 and  = 1  

 

X\Y 0 1 2 3 4 

0 7 

(8.78) 

35 

(29.50) 

42 

(41.14) 

24 

(26.66) 

3 

(6.60) 

1 6 

(12.45) 

51 

(50.66) 

75 

(76.46) 

50 

(51.09) 

16 

(12.78) 

2 12 

(7.58) 

41 

(33.65) 

54 

(52.31) 

35 

(35.32) 

9 

(8.87) 

3 7 

(12.24) 

12 

(15.80) 

18 

(13.40) 

4 3 

(4.68) 

 

 

The distribution was fitted using maximum likelihood 

estimator of the parameters. The maximum likelihood 

estimators for the data given in Table 1 are given by  

p1=0.311, p2 =0.5 and  = 0.542. The observed frequencies 

and expected frequencies in parentheses are given in the 

Table 2. The calculated value of chi-square is 17.4114 with  

15 degrees of freedom. Since p-value is 0.2948, indicating 

that the fit for this distribution is good. 

 

VI. CONCLUSION 

In this Paper bivariate binomial distribution is introduced. It 

is a particular case of bivariate generalized power series 

distribution. The marginal distributions of the bivariate 

model are the univariate binomial distributions. The graph of 

probability mass function of bivariate binomial distribution 

for various values of parameters is plotted. Moment 

estimators and maximum likelihood estimators of parameters 

involved in this distribution are discussed. Simulation study 

is undertaken for this distribution and test the goodness fit 

for simulated data. This bivariate binomial distribution has 

more scope to study and use in real life situations.  
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