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Abstract-Frequent pattern mining has been a focused them&té&amining research and the first step in théyaisa
of data rising in a broad range of applicationsridqp based algorithms have used candidate itentgatgration
method, but this approach was highly time-consum@gyeral research works have been carried outhwtaa
avoid the generating vast volume of candidate iegdn this paper, a new approach Compacting Bata is
introduced. In Compacting Data Sets (CDS) apprdashmerging of duplicate transactions is beingf@ened
and then intersection between itemsets is takentlagwl deleting unneeded subsets repeatedly. To@itm
differs from all classical frequent itemset discang algorithms in such a way that it not only rer@e unnecessary
candidate generation but also removes duplicatsadions.
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1. INTRODUCTION

Mining frequent itemsets (or patterns) is a keybbem in
data mining and it is widely used in applicatiomscerning
association rules. A frequent itemset is called imak
frequent itemset (MFI) if it is not a subset of aather
frequent itemset. All frequent itemsets are congide

makes this job little simpler. Then it checks faspible new
frequent itemset, and if found then new candidates

FUP [Cheung et al. FUP first scans the incremental part of
the dataset and detects (i) the looser single #&snie. the
itemsets that becomes infrequent due to the irausf the

implicitly in the maximal frequent itemset becaike issue
of discovering frequent itemset can be convertetthédssue
of discovering maximal frequent itemset. Besides)yo
maximal frequent itemset is needed in some of thwa d
mining applications instead of the frequent item&et1998,
Bayardo presented an algorithm of mining maximedfrent
itemset denoted as Max-Miner,
enumeration tree as the concept framework and edopt
breadth-first searching method, as well as supegmeting
strategy.

2. RELATED WORK

Association mining over dynamic dataset is a chalieg

area of research for the data mining researchergser8l

recent works can be found in the literature to mibédt

challenge. Some of them are: FUP (Cheung et ab6)19
FUP2 (Cheung et al., 1997), MAAP (Ezeife and SW)220
Borders (Feldman et al., 1999), Modified borderagand
Bhattacharyya, 2005). Next, we report some of thedwief

and also discuss their pros and cons.

MAAP [Ezeife and Siis algorithm first finds out the old
frequent itemsets that will remain frequent in thedated
dataset also. Downward closure property of freqitentsets
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which has used se

incremented part and (i) it finds the candidatgfrent
itemsets. Then the whole dataset (i.e. the oldnewad
together) is scanned to find their support in thmplete
dataset. Next, it performs similar operations tigedy for k-
itemsets. Finally, after multiple scanning of ttegaset it
finds all the maximal frequent sets.

'Borders [Feldman et al., (1999his algorithm finds the

frequent itemsets from the dynamic dataset, usimg t
frequent itemsets already discovered from the althskt.
Here, an infrequent itemset is termed as bordeif sdit the
non empty proper subsets of it are frequent. Dughto
insertion of new records to the dataset, some efbibrder
sets may become frequent, and is termed as prorboteer
set .For that- the border sets of the old datdsetteve to be
maintained along with the frequent sets derivedeaon the
promoted border set, some new candidate itemseis

generated and checked for frequent set.

3. BASIC CONCEPTS

Let 1= {i,i,,...,in} be a set of m distinct items. A transaction
T is defined as any subset of items in I.

A transaction database D is a set of transactigns.
transaction T is said to support an items = Kif it contains
all items of X. The fraction of the transaction h that
support X is called the support of X, denoted gzpsu(X).
An itemset is frequent if its support is above sonsers
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defined minimum support threshold. Otherwise, it is .Updating TID | Itemset
infrequent. database
1. The number of items in an itemset is calledlémgyth of T1 ',Z\BC
fem itemset. Itemsets of some length k are refeiweds k- T2 | ABCE
itemsets.
2. A frequent itemset is called maximal if it istrrosubset of D Original T3 | ABCE
any other frequent itemset. . o datab%se T4 | ABDF
Property 1: If an itemset is frequent, all its stbsmust be T5 | CDF
frequent. Updated T6 | ABC
Property 2: Maximal frequent itemset is a subsdrefuent database < T7 | ABCE
itemsets. . _ o T8 | CDE
Property 3: if Y is a subset of X (i.e. =X), then
support(Y)>support(X). 19 | BDE
4. PROBLEM STATEMENT 110 | 8D

' D+ T11 | BDF

Several algorithms have been developed for miniaguent
. o . . T12 | ABCD

patterns. They are basically divided into two catéezs:-

(a) Apriori based
(b) FP tree based

algorithms.

(1) They require huge number of candidate generation
(2) Large number of data scanning is being performed
(3) They work only for static database

(4) Needs lot of input /out operations

5. PROPOSED METHODS

Proposed algorithm is divided into two phases.he first
phase generation of compact dataset for given blase is
being carried out, following in the second phadersection
between the rows is performed. Both the phasedeirgy
created in order to reduce the length of item st the
volume of data set. Based on length of item setst f
screening of the data set in descending order e, dand
then transactions with support count greater théminmal
support threshold to a frequent item set are maveshe set,
and deletion of all subsets of those transactiordidtill the
data set is carried.

Step 1. Scan the data set to find frequent ome stet.

Step 2: Scan the data set, delete all infrequéteniset from
all transactions; and then integrate identical da@tions.
Then sort the data-set in descending order of kenfitem
set.

Step3: Process every transaction T in S with minmimu
support count greater then threshold. Move theseohe set
denoted and delete all T3 (T3 T2 3>2)

Step 4: Delete all non-MFlI.

Step 5: End
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Table 1(transactional database)

In the original database there are nine transagtitimee

Following problems have been observed with thesénore transaction are added to the database .Naak 1@t
transactions are there in the updated database.tti®r

updated database next we generate compact data set.

Suppose 50% minimum support count is taken.

TID ltemset Support count Count with
Subset

T1 ABCD 1 1

T2 ABC 5 6

T3 ABD 1 2

T4 BD 3 5

T5 CD 2 3

Table 2 (Compactechdsdt of D)
Now to generate frequent item set by using subsenhtc

between rows is performed from the first onwardsl an
increment the count of each row.

TID Iltemset | Support count| Sub Set Coupt
T1 ABC 6 6
T2 ABD 2 2
T3 BD 4 5
T4 CD 3 3

Table 3(ltemset after performing rowensection)

After performing subset count process we get
Frequent three item set {A, B, C}
Frequent two item set {{A, B}, {B, C}, {A, C}}

Frequent One item set {{A}, {B}, {C}, and {D}}

6. PERFORMANCE STUDY

CDS algorithm is easy to implement. It is coded texted
using VB .Net language on a Pentium 3i/2.0 GHz CPGB
memory running Windows 7 operating system. Testing
dataset is extracted from a Medical store salesrdedhere
are total 50 different items. We are tested 10080000 and
20,000 transactions respectively with each recoasliny
maximum 10 categories of commodity number. Figure 1
show the running time for different volume of dat@swith
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minimum support threshold of 10%, respectively. Bigger
minimum support threshold, the lesser time

Comparison
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7. CONCLUSION

CDS provides a new and efficient method for discionge
frequent pattern; it compact data-set by deletiggns in
infrequent 1-itemsets and merging duplicate traises
repeatedly, and utilizes the subset of transactvatts other
transaction itemsets to perform pruning; along witte
discovering process, with the increasing of the Ipemof
deleted transactions, the amount of time needed
calculating subset will decrease rapidly. It's ti®espace

cost drastically decrease when data-set volumeases, so

its usability retains for MFI applications for higlolume
data-sets. The CDS algorithm can be further opgchin
various aspects, such as to keep a record ofsalltieg sub
set to avoid duplicated generation.
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