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Abstract—Data products are designed to inform public or mess policy, and research or public informatiorcugieg these
products against unauthorized accesses has beengaerm goal of the database security researchmeority and the
government statistical agencies. Whether data risopal or corporate data, data mining offers theemi@al to reveal what
other regard as sensitive (private). In some caksegy be of mutual benefit for two parties (ev@mpetitors) to share their
data for an analysis task. Sensitive knowledge whin be mined from a database by using data madggithms should
also be excluded, because such knowledge can gquelllcompromise data privacy, as we will indicatéie main objective
in privacy preserving data mining is to developoaithms for modifying the original data in some wag that the private data
and private knowledge remain private even afterntiiging process. The problem that arises when denfial information
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can be derived from released data by unauthorigetsus also commonly called the “database infergpoblem.
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l. INTRODUCTION

Data mining technology help us in extraction of fuke

knowledge from large data sets. The process of data

collection and data dissemination may, howeveylt@s an

inherent risk of privacy threats. Some private iinfation

about individuals, businesses and organizations thase

suppressed before it is shared or published. Theagyr

preserving data mining (PPDM) [13] has thus bec@ne
important issue in current years. In this paperpvapose an
evolutionary privacy-preserving data mining teclogyl to

find appropriate transactions to be hidden fromataldase
[14].

The important aspect of the research was to usertenng

techniques to mine the data in a group of documemdsto

determine what are the common characteristics artimg

and then to determine other documents which cahtaiese
selected characteristics. Unregulated data can

documented as any data that is not found in a datatMP3,
Images, video files could be categorized as notutéx

private data and private knowledge remain privaeneafter
the mining process. There are many approacheditaice
been adopted for privacy preserving data mining,
Shivakumar, 2003 [7].

B. Data distribution

Some of the approaches have been developed foalized
data, while others refer to a distributed data aden
Distributed data scenarios are classified as hoté#odata
distribution and vertical data distribution, Jaideeidhya,
2002, [9]. Horizontal distribution refers to caseere
different database records reside in different gdaavhile
vertical data distribution, refers to the casesrets! values
for different attributes reside in different places

C. Data Modification
Data modification is used in order to modify thegoral

be values of a database that needs to be releasée foublic

and in this way to ensure high privacy protectitinis
important that a data modification technique shdwédin

unregulated data whereas memos, email messaged, wor concert with the privacy policy adopted by an oigation.
processor documents could be categorized as textualPerturbation, which is accomplished by the alteratf an

unregulated data. During this research, we cona&nton
unregulated data in textual form.

Following are the basic concepts to be take catk data
mining:

A. Privacy Preserving Mining

Privacy preserving data mining [1] is a novel reskarea
in data mining where data mining algorithms arelyaeal
for the side effects they incur in data privacyeTdbjective
in privacy preserving data mining is to developoaltims
for modifying the original data in some way, sottliae

Corresponding AuthoMohnish Patel

© 2013, IJSRCSE All Rights Reserved

attribute value by a new value Aggregation or nreggi
which is the combination of several values intooarser
category Swapping that refers to interchangingiaeslof
individual records.

D. Data Mining Algorithm

This is something that is known beforehand, btdadilitates
the analysis and design of the data hiding algorith

E. Data or rule hiding

The complexity for hiding aggregated data in themfoof
rules is higher, and so, mostly heuristics havenbee
developed. The lessening of the amount of public
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information causes the data miner to produce weaker alternative approaches are only designed for aifgpec

inference rules that will not allow the inferencd o

confidential values.

F. Privacy Preserving

Privacy preservation is technique [2][11] used five
selective modification of the data. Selective miodifon is
required in order to achieve higher utility for thedified
data given that the privacy is not jeopardized. ridtia-
based techniques like adaptive modification thatifres
only selected values that minimize the utility loather than
all available values. Cryptography-based [8] teghas like
secure multiparty[11] computation where a comparais
secure if at the end of the computation.

Il. RELATED WORK

The author presents two secure protocols
for securely checking whether k-anonymous databetags

its anonymity, once a new record is being inseitedt.
Since  the implemented protocols make  sure
updated data remains K-anonymous, the results tramea
user’'s query are also k-anonymous [15]. Thus, thigept
orthe data provider's privacy cannot be profamedf
any query. As long as the database is updated fyamsing
the proposed protocols, the user queries under
application domain are always privacy preserving.

The author shows the phenomenon to achieve prigady
collaborative data mining at the same time. Theadhbje of
this paper is to present technology which solvergmy-
preserving collaborative data mining [16] problemger
large data sets. This paper contains the followifig: a
definition of privacy for privacy-preserving collatative
data mining; (2) an solution for naive Bayesiarssification
with vertical collaboration; and (3) an efficienapalysis to
show the performance scaling up with various factor

Here, the author proposes a k-anonymization [1H]tien
for classification. This research’'s goal is to fired k-
anonymization, not necessarily optimal for minimgidata
distortion, to preserve the classification struetdrhe author
conducted intensive experiments to calculate thgaeh of
anonymization over the classification on futureadathe
quality of classification could be preserved eventighly
restrictive  anonymity requirements by performing
experiments on real life data.

Here, the author has developed three protocols for
perturbation unification. The key drawback of ajmpdy
geometric data [18] perturbation in multiparty eblbrative
mining is to firmly unify multiple geometric perfoations
that are most liked by different parties, severally

Here the author implements three distinctive festur
compared to the prevailing approaches: 1) with gdom
data perturbation, these protocols will work forvesal
existing standard data mining algorithms, whereastnof
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mining algorithm; 2) each of the two major factodata
utility and privacy guarantee are well preserveanpared
to other perturbation based approaches; and 3)ofwthe
three proposed protocols even have great scajalniliterms
of the total number of participants, whereas séwex@ting
cryptographic approaches take into account only twva
few more participants.

The author Agrawal & Srikant and Lindell & Pinka®9]
introduce the term “privacy preserving data minimythere
research in 2000. These papers thought of two eitme
issues of Privacy Preserving Data Mining, privacy
preserving data collection and mining a datasetitizared
across many private enterprises. Agrawal and Srifz00)
devised a randomization algorithm that permits eersized
variety of users to contribute their private origecrecords
for economical centralized data mining whereastiigithe
disclosure of their values; Lindell and Pinkas @00nreal a
scientific discipline on cryptographic protocol fdecision

that the free construction over a dataset horizontally partd

between two patrties.

Various methods are given for privacy in data ngnin

PRIVACY PRESERVINGTECHNIQUES

our association rules. Different methods with their attage

and disadvantage are explained below.

A. Random Data Perturbation Technique

The random value perturbation method Siva Kumaf320
[6] attempt to preserve privacy of the data by rfydaly
values of the sensitive attributes. In this appnp#ite owner
of a dataset returns a value u+v, where u is tiggnat data,
and v is a random value drawn from a certain distion.
The owner of the data provides the perturbed vallev1,
u2+v2.... and the cumulative distribution functidfv) of v.
The reconstruction of data is done by estimate the
distribution fU(u) of the original data, from thesgurbed
data. Where fU(u) is the value in previous steps Tinethod
gives distribution function of data. This formula faken
from bays rule.

B. ISL (Increase Support LHS) Algorithm

Given a transaction database D, a minimum support,
minimum confidence and a set of sensitive itemsthé§
objective is to modify the database D such thapredlictive
association rules containing X on the left hanct sidll be
discovered. To hide an association rules the 1SatAgfari,
Wang 2005 [3] increases the support of the lefdrside of
the rule by modifying one item at a time in a stddc
transaction by changing its value from 0 to 1. @imum
support of 33%, a minimum confidence of 70%, and a
hidden item X = {C}, if transaction T5 is modifieas AC,
then the following rules that contain item C on ki hand
side will be hidden: C=>B (50%, 60%), AC=>B (50%,
60%), C=>AB (50%, 60%).
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C. DSR (Decrease Support RHS) Algorithm

Association rule X=>Y will be hided [4][5][12] if he
support of the itemset Y is deceased or the support of Y
(the right hand side of rule) is decreased. DSRritgn
Ayat Jafari, Wang, 2005 [4] decreases the suppbthe
right hand side of the rule by modifying one itenadime in

a selected transaction by changing its value framQ

IV. PROBLEMDOMAIN

A. This method can only reconstruct the distributed the
original data from the data perturbed by randomueval
distortion. But it does not consider estimation thie
individual values of the data-points. For avoidispcoblem
spectral filtering technique was given.

B. If the actual dataset has a random componeitf and
random noise is added to perturb it, spectralriiigemethod
does not filter the actual data accurately. Foricavauch
problem random projection matrices method was given

C. For avoid such problem other method Bottom up
generalization method was given. Providing just the
correlation matrix to the client party does not méee
overall objective it does not work for heterogerseou
distributed data sets.

V.  SOLUTIONDOMAIN

In this thesis assuming that only sensitive itemes a
given we implement two existing algorithms, ISLdllease
Support of LHS) and DSR (Decrease Support of RM®),
then propose a new approach based on these twingxis
algorithm. We also compare all three algorithms tha
basis of number of database scans and no. of ruteepVe
have implemented three algorithms in which two are
existing algorithm and one is proposed algorithne .Méve
compared these algorithms on the basis of numbleidden
rule. The existing algorithm ISL and DSR algoritlsman
the database for same times but this algorithmuiesr
Thus the proposed algorithm is able to hide morebrar of
rules and thus perform better privacy preservingimg we
can either decrease its support or its confidercebe
smaller than pre-specified minimum support and mum
confidence. To decrease the confidence of a ruéecan
either increase the supportXthe left hand side of the rule,
but not support oK U'Y, or decrease the support of the item
setX U Y. For the second case, we propose two data mining
algorithms for hiding sensitive predictive assdoiatrules,
namely Increase Support of LHS (ISL) and Decrease
Support of RHS (DSR). The first algorithm triesinorease
the support of left hand side of the rule. The séco
algorithm tries to decrease the support of thetiiigimd side
of the rule

VI.  APPLICATION DOMAIN

We have compared these algorithms on the basis of

number of hidden rule. The existing algorithm 19tcfease
support of LHS) DSR (decrease support of RHS) élyor
scan the database for same times but this algortites
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rules. Our proposed algorithm hides rules .Thus the
proposed algorithm is able to hide more numberubésr
and thus perform better privacy preserving minigich

is based on two previous existing algorithms 1Sd &86R

we decrease support of right hand side of theiruke rule
where item to be hide is in right side. After that increase
support of left hand side of rule, where item tohige is in

left side. The experiments are pursued on bothhsyittand
real data sets. The synthetic data sets which e i our
experiments were generated using the procedureildedc

in We refer readers to it for more details on teaeayation

of data sets. We report experimental results on two
synthetic data sets.

DATABASE USED

In this work will use database of “Doctor Patient
Evaluation”, which will found at machine learning
repository.

VIl. FUTUREWORKS

As a future work a new algorithm can also be
developed to regenerate the hidden rules, if wet veasend
all rules to authenticated user but not to unautbated
user. The authentic user can apply the regeneration
algorithm to reconvert rules. As a future work awne
algorithm can also be developed to regenerate ideeh
rules. For example if we want to send all rules to
authenticated user but not to unauthenticated usHne
authentic user can apply the regeneration algoritom
reconvert rules.
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