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Abstract— A Network Processor is an Integrated Circuit, wih a feature set designed to tackle the needs of thetworking application

domain. Typically NPs are software programmable andhave generic

functions, which are similar to genat purpose Central Processing

Units, commonly used in many different products, Da to the fact that in modem telecommunication systes information is transferred

in a packet form instead of the analog signals usdd older systems,

a need has arisen to develop I18ptimized to handle such packet

forms of data. These ICs are called NPs and they rka use of specific features or architectures to emance and optimize packet
processing in computer networks [2]. NPs play a maj role in network applications since they are taskd with handling most of the
routing, forwarding and security related functions required by network traffic in modem computer netwaorks of all sizes. This paper is to

present the Reconfigurable crossbar switch, a recdigurable crossbal
in interconnection and communication networks.

r switch architecture used to conect different inputs and outputs
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. INTRODUCTION

Network processors appeared in the late 1990sflandshed
as major processor and network vendors led the iN&&et
(companies like Intel, IBM, and Motorola). Sincestboncept
was new, it created a lot of enthusiasm, and caasedve of
established companies as well as many newcomeirsvést
and innovate. Due to the fact that in modem
telecommunication systems information is transférie a
packet form instead of the analog signals used la@ero
systems, a need has arisen to develop ICs optiniizbdndle
such packet forms of data. These ICs are called avidsthey
make use of specific features or architecturesnttaece and
optimize packet processing in computer networkseylving
over time, NPs have grown to become more flexibieah the
same time more complex ICs [1].In newer iteratiddBs are
programmable, thus providing the advantage of liagdhany
different functions using the same hardware, by émétalling
the appropriate software. NPs play a major rolenétwork
applications since they are tasked with handlingstnod the
routing, forwarding and security related functioeguired by
network traffic in modem computer networks of alles. As
of the beginning of 2008, major network vendors amted
new generations of NPs that are the only way famntho
compete and introduce network devices that canamust
network demands. Total investment in NPs developrhes
reached approximately 1 billion U.S. dollars, as 26f08.
Companies that introduced various levels of NPl there
are many terms in use in relation to packet anfficriows
and they are sometimes contradictory. There are ralgdtiple
terms for the same thing, or the same term is teedkfine
different things, both specific and broad. In tleddwing, in
the interest of clarity, | adopt terminology thatfdel is
appropriate, although some might argue for the o$e
alternative terminology.
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Figurel.Network processor

A typical Network Processor has four basic external
interfaces, as shown in figure 1 the first is tme linterface,
which often connects to external MAC or framer shifome
NPUs include on-chip MACs or framers (or both),which
case the line interface may connect directly teemdl PHY
(physical-layer) devices. Network processors tduk place of
some GPPs (General-Purpose Processors) and ASICs
(Application Specific Integrated Circuits) in netiko
equipments, targeting two important issues: flditibiand
performance. As these features are essential toepsothe
packets, a network processor is the best choigetéhem. In
a network, a cross-bar switch is a device thataigable of
channeling data between any two devices that éaehatd to it
up to its maximum number of ports. A major advaatag
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cross-bar switching is that, as the traffic betweary two
devices increases, it does not affect traffic betwether
devices [4]. In addition to offering more flexililj a cross-bar
switch environment offers greater scalability than bus
environment.

Modem routers use programmable packet processors
each port to implement packet forwarding and o#thranced
protocol functionality. This programmability in tliata path is
an important aspect of router designs in the ctifrgernet in
contrast to the traditional approach where custpplieation-
specific integrated circuits with fixed functiongliare used.
The ability to change a router's operation by synghlanging
the software processed on router ports makes isifglesto
introduce new functions (e.g., monitoring, accougti
anomaly detection, blocking, etc.) Without chamggiouter
hardware. An essential requirement for thaystems is
the availability of a high-performance packebgessor that
can deliver packet processing at data rates ofiplailGigabits
per second.

Il.  GENERAL ARCHITECTURE OF RECONFIGURABLE

NETWORK PROCESSOR
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Figure 2 Reconfigurable RISC Network Processor

The figure 2 presents the R2NP (Reconfigurable RISC

Network Processor) architecture. The R2NP has heed as a
base for the design of the reconfigurable crossthitch
architecture. Thus, the design of RCS (Reconfidar@lossbar
Switch) was based on the use of it in a networkgseor.

Reconfigurable crossbar switch presented in figyre
has three main blocks: (1) connection matrix, whére
topologies are implemented; (2) decoder, that casvthe
reconfigurable bits for a matrix bits set and (3g-peader
analyzer (PHA). NPs can add a pre-header in th&epagith
the output destination. RCS architecture is baseadtwo
reconfiguration levels. Using these two levelssitpossible to
reconfigure and to readapt the crossbhar switchaoymmetwork
topologies and different workload situations.
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Figure 3 Reconfigurable crossbar switch Architetur

Packet processors are RISC-based processors, wWih t
advantage of being small, fast, inexpensive, easytegrate
with other hardware, and easy to program. PPs ierftata-
plane tasks and provide fast-path data processimye speed.
Most packets are processed by PPs. PPs use auciimstrse
that is optimized for packet processing. Memory lHt&ncies
affect performance a great deal. To hide memognkdées most
PPs employ multi-threading technology on hardwarprocess
multiple packets on a single PP concurrently. ihimizes the
overhead of context switching, thus significantigreasing the
overall throughput. Data-plane tasks include packet
classification, forwarding, filtering, header mauligting,
protocol conversion and policing. Most processingiétwork
applications occurs in data planes.

Control processor:

The control processor is a general-purpose procdisat runs
an embedded operating system. The control procgseuides
overall control, performs configuration managemeatd
processes exception packets. Exception packetsd cbel
control-plane-related, or data-plane-related thaty mequire
extra processing such as IP packets with options.

Coprocessors:

The coprocessors are special-purpose hardware,idprgv
pecific functions for carrying out common netwaisks,
cluding pattern matching, table lookup, buffermagement,
gqueue management, hashing, checksum computatioth, an
encryption/decryption. Since these functions arenroonly
used in packet processing regardless which pratco@ used,
implementing them via hardware speeds up execution.
Coprocessors can be used to simplify software ioreafor
they provide a single-instruction access to complesrations.
Network and fabric interfaces The fabric interfadesndle
interaction between processors and fabric switol, reetwork
interfaces handle interaction between processod the
physical layer of the external network. Most netkvprocessors
also include data transfer units that are resptéils moving
packets between NIAC devices and memory directly.

Memory:
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High speed memory is expensive. Regular computstiesys
often use different types of memories in a hieraalhmanner
to balance between cost and speed. For examplen-ahip
level 1 cache has the fastest speed, but with thallest
capacity (i.e., the number of bytes it can stote&vel 2 and
level 3 caches each provide lower speed with lacg@acity
than the previous level. The main memory has thges

capacity but with the lowest speed. To achieve goo re: PCI

performance, data that are more frequently accessedtored
in faster memories. NPs adopt a similar memory anddry.
Since NPs are used to process a large volume wbriepacket
data that demonstrates almost no locality, most N&@sot
provide cache to packet processors. Some NPs jgraviechip
memory for fast accessing. All NPs provide highespe
memory interface for various levels of external meymnwhere

Lucent/Agere (FPP/RSP/ASI), and Sitera/Vitesse (i3,
Chameleon (CS2000), EZChip (NP-1), Intel (IXP12@®d
others. None of them presents reconfigurabilitycegt the
CS2000 of Chameleon However, it does not have
reconfigurable crossbar switch.NP architecture®tdicated
blocks to execute specific functions as an embeddstC
NPSoC — Network Processor System-on-Chip). Soroekbl
units, memory units, packet classifierslicy
engines, metering engines, and packet transformnesng
pattern processing engine, queue engine, Q0S engind
other blocks. There are some documents and pajbenst a
crossbar switch, but nothing using reconfiguraltesssbar in a
network processor.

Programmability in the data path of routess hbeen

the Statc RAM (SRAM) provides faster speed and thdntroduced as software extensions to workstatiased routers

Dynamic RAM (DRAM) provides large storage with lowe
accessing speed. Unlike conventional computer systéNP
programmers need to explicitly choose memory toestata.
SRAM is used to store configuration and statusrm#ftion, or
packet headers in some cases, which needs to lessadc
frequently. DRAM provides large space to buffer thegload
data that are less frequently accessed. A nhumbaripfmakers
manufacture various types of Network Processor. et
popular models include AMCC nPcore family & Intainfily
[3].

1.  NETWORK PROCESSOR ARCHITECTURE

Network processors play a crucial role in packeicpssing
such as packet forwarding in the network equipméntthe
network processors of the first generation, generajpose
processors were used. Network applications were tlynos
software based and new features could be easilyedadd
However, scalability was severely limited and soofiehese
processors even failed to meet the speed requitsmAs a
result, ASIC-based network processors were intreduas
second generation processors. ASIC-based netwodegsors
are typically used to forward traffic at very higates. Their
disadvantages include high development costs, kong to
market, and little flexibility.

As internet traffic continues increasing rapidly darthe
protocols are becoming more dynamic and sophisticat
network processors are required to be very flexéidevell as
fast. Thus, network processors that have an ingrucet
specialized for network applications, flexibilitgnd support
speed of line rates have emerged as the third goer
network processors. The origins of the third geti@manetwork
processors are the Intel's IXP, the IBM’'s PowerliRd the
Motorola’s C-Port. These network processors areiadlygt
architecturally quite similar. They are compose@dé or more
processing elements and of a couple of co-procestmr
common network applications. The
processing capability at OC-192/10 Gbps line rafesin the

IXP2800 example, most programmable NPs on the rhark

today target low performance (from 100 Mb/s to 10<} low
cost edge routers, leaving the task of routinghentiackbone to
ASICs [6].

V.

There are lots of commercial network processordifiérent
companies. Some companies and respective
processors are: IBM (NP4GS3), Motorola/CPort (Cabnity),
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(e.g., Click modular router , dynamically extetsibouter ) as
well as multi-core embedded network processors.,(¢ngel
IXP platform , Cisco Quantum Flow processoEZchip
NP-3, and AMCC nP series). Programmability in tléadpath
can be used to implement additional packet procgssi
functions beyond simple IPv4-forwarding or inwetk data
path service for next-generation networks[5] .

V. SIMPLE4X4 CROSSBARSWITCH
ARCHITECTURE
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Figure: 4 Simple crossbar Switch

Reconfigurable crossbar switch (RCS-2) uses regordtion
bits to implement the topology in the space. Thgtotogy
actually maintains the created connections as @uitirThe
reconfiguration bits set are capable of reconfigmirior
implement a new topology in RCS-2 whenever necgssar
RCS-2 architecture is based on two reconfiguraterels.
Using these two levels it is possible to reconfeggand to
readapt the crossbar switch to many network topetognd

IXP2800 deliVersdifferent workload situations. The first level iaded on static

reconfiguration using a reconfigurable device, lIk€GA.
rogramming this device, it is possible to impletrn@iRCS-2
with number of in and out ports (and consequertdlysr and
columns — circuit and logic gates) limited by thevide
capacity. The second level of reconfiguration maessible
the implementation of different network topologitéscould be
done by dynamically reconfiguration of the connattmatrix
nodes. These nodes determine which connections vl

NetWoHfosed and consequently which paths exist througl t
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crossbar switch. RCS-2 has two bits of reconfigarato each
node, which define the current topology. Only the
Reconfiguration Unit and the instruction set of thetwork
processor are able to change those bits in ordenptement
new topologies. Although one instruction can modidy
reconfigurable bit, it only modifies the 01 and fbdmats the
00 and 11 formats are restricted to Reconfiguratiait [7].

The reconfigurable crossbar switch has some coiomect
nodes, which, if closed, compose a circuit. Thiscuat
represents a topology in space. Differently frontraditional
crossbar switch (TCS), where it is possible toselonly one
node per line or column, regards the implementgablogy,
the RCS-2 permits that more than one node caridsed per
line or column at the same time. In a TCS, theolmgies
cannot be implemented in the space, only in the.tim

VI. ADVANTAGES & DIS-ADVANTAGES

Computer Science and Engineering, Vol-1, Issue-2, 2013
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Fig 5.1 object wmdow for packet data 1
B) Wave simulation window for packet data 1

a)

The main competitors to NPUs are general-purpos
microprocessors and custom ASICs. In previousvorging
systems, microprocessors were used to perfoouting
functions in low-end devices because of thiew cost,
general  availability, and ease of programming
Microprocessors don't have enough performafuoece high-
bandwidth devices, so these boxes used custBhTHA
ASICs provide ultimate control over the design.indsASICs,
a networking designer can create highly differaata
products. On the other hand, ASICs have |aesign
cycles( 9 -18 months), long debug cycles, and higk
development costs (millions of dollars). Asesult, ASIC
development is the riskiest portion of system depeient.
Like standard microprocessors, network processoe
programmable and available off the shelf, yet tbay match
the performance of ASICs in demanding netiak
applications. NPUs replace fixed-function ASI@gth a
programmable design, providing additional adsges. A
programmable device shortens the design cyatel is
more easily modified to support new or evolvietandards.
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Programmability not only accelerates time rwarket, it
can even enable an NPU-based router to bediggraded
with a new protocol something that can't be domth a
hardwired solution [8].

Fig 5.2 wave window for packet data 1
C) Object Window for all Packet data

VIl. COMMON CHARACTERISTICS

A single network data stream contains adargimber of
individual packets, each of which can becpssed fairly
independently. In fact, Internet protocol (IPallows
individual packets within a single data streantbéoprocessed
in any order again Because of this independenuacket
processing is an ideal application for anragr of
processors. By dividing up the task, onepdan deliver
high performance using several processing unitsmmdest
speed. These units needn't squeeze out dke bit of
performance, using techniques such as superscsdae ior

instruction reordering, which require a greahany
transistors and a corresponding increase iowep
consumption. Packet processors can thus be smal a
efficient.

VIII.

A) Object window for packet data 1
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Fig 5.3 object window for all packet data

D) Wave Simulation Window For all packet data
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IX. CONCLUSION

The developed crossbar switch architecture predente
advantages due to its flexibility and high perfonoe. This
fact justifies its employment in a network processbhe
capability of adapting the topology implemented aossbar
switch to the environment changes generates highmpeance
for data processing in several situations as nroltigssors and
computer clusters could be reached with modificetion the
contribution of this paper is the proposed RCS¢hidecture.
The first level of reconfiguration of the RCS-2 @bube
reached through the codification of the architextusing a
hardware description language, allowing it to b@lamented
in several devices with dimensions determined byicde
capacity. The second level of reconfiguration thatrir of
connections. These modifications generate an oadthe
However, through the experiments, it was evidented the
overhead time is less than the speedup obtainedighrthe
topologies implementation in RCS-2. Therefore, RES-2
has a better performance when compared to a TCS.
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