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Abstract- Collecting Students feedbacks for the subjects taught is a regular activity of an academic institution. Automating the 

process of collecting these feedbacks becomes an important requirement. This provides an opportunity to analyze these 

feedbacks efficiently and summarize the performance of a teacher in the subjects he taught. Opinion mining (or Sentiment 

Analysis) which is generally used for classifying customer reviews in terms of positive or negative sentiments can be used 

effectively in evaluating and summarizing the student’s feedback.  
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I. INTRODUCTION 

 

“What student thinks about a subject, a teacher’s teaching 

ability and the curriculum?” is what a school or a college 

seeks to get from students in an academic calendar on 

regular basis. Manually collecting these feedbacks from a 

large group of students could consume a lot of resources. 

Generating a report from the students feedbacks collected 

could be equally challenging. Developing a system that can 

process subjective information effectively requires 

overcoming number of challenges such as categorizing and 

summarizing reviews/feedbacks given by a 

customer/student.  

 

In recent time, Opinion mining (or Sentiment Analysis) 

attracted lot of attention of researchers because of its 

potential applications. Opinion mining seeks to identify the 

viewpoint underlying a text span; an example could be a 

student’s response to a subject as whether he or she likes it 

or not. Everybody knows about the popularity of 

recommendation systems used by E-commerce companies 

which helps them and customers to get feedback about the 

products they are interested in. These systems us opinion 

mining to get summarized reviews of a product. However, it 

is a challenging task as opinions in natural language are 

often expressed in subtle and complex ways. Using simple 

text categorization techniques like n-gram or keyword 

identification technique may not be enough. Recognizing the 

semantic interpretation of the opinions may involve multiple 

levels. For example, a negative review may contain many 

positive phrases and vice-versa.  

Opinion mining often uses support vector machines (SVM) 

or naïve bays (NB) models or their variants for text 

categorization. I am proposing to use SVMs which are well-

known and powerful tool for classification of vectors of real-

values features. On other hand, generating multiple-

document opinion-oriented summaries poses a challenge. 

Determining which documents or portions of documents 

express the same opinion is not always an easy task. A 

bounded summary of opinions based on average or relative 

frequencies could be trivial but for unbounded summaries of 

opinions, visualization methods can be used.   

This paper proposes an online feedback system which is 

about automating the process of recording student’s 

feedback. The proposed system collects the feedback 

submitted by students and then classifies them as positive 

feedbacks or negative feedbacks using SVM classifier. Then, 

it generates a performance summary of a teacher for the 

subjects he or she taught in that academic session using a 

bounded summarization algorithm. In my view, the proposed 

system could be useful for the academic institutions and can 

also help teachers to understand their teaching performance 

in a summarized manner. 

 

II. RELATED WORK 

 

The term opinion mining coined by Dave et al. [1] and his 

idea was about generating a list of product attributes like 

quality, features etc. and aggregating opinions in form of 

poor, mixed and good opinions. According to him, the ideal 

opinion-mining tool would “process a set of search results 

for a given item, generating a list of product attributes, and 

aggregating opinions about each of them as poor, mixed or 

good”. Pang and Lee [2] suggested an efficient technique for 

subjectivity summarization using minimum-cut framework. 

Hu and Liu [3] addressed how feature-based summaries can 

be generated from the customer reviews. Shein and Nyunt 

[4] further established the role of SVMs in sentiment 
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analysis by introducing an ontological based approach. 

Further, Mullen and Collier [5] suggested how SVMs can be 

used for text categorization where we have diverse 

information sources. Lerman et al. [6] evaluated different 

sentiment summarization algorithms and showed through 

their study that how sentiment informed summarized models 

could be useful over a baseline model. 

 

III. SUPPORT VECTOR MACHINES FOR 

CLASSIFICATION 

 

SVMs are a machine learning classification technique which 

uses a function called a kernel to map a space of data points 

in which the data is not linearly separable onto a new space 

in which it is. One important property of SVMSs is that their 

ability to learn can be independent of the dimensionality of 

the feature space. SVMs can handle high-dimensional input 

space since they use overfitting protection, which does not 

necessarily depend on the number of features; they have the 

potential to handle these large feature spaces.  
 

 

Fig. 1: SVM separating hyper planes 

 

In SVM, a data point is viewed as a p-dimensional vector, 

and we want to know whether we can separate such points 

with a (p-1)-dimensional vector. There are many hyper 

planes that can classify the data. One reasonable choice as 

the best hyper plane is the one that represents the largest 

separation or margin between the two classes. Fig. 1 shows 

an example where we have two sets of classes. Here, H1 

does not separate the classes. H2 does, but only with a small 

margin. H3 separates them with maximum margin.  

SVMs can be used to solve various real world problems of 

uncertainty in knowledge-based systems. They can be used 

for hand-written character recognition and image 

classification. They can also be useful in text and hypertext 

categorization as their application can significantly reduce 

the need for labeled training instances in both the standard 

inductive and transductive settings. Most text categorization 

problems are linearly separable and SVMs are capable of 

identifying such linear separators. More details about SVMs 

to be used for text categorization are well addressed in [7]. 

 

IV. STUDENT FEEDBACK FORMAT 

 

Fig. 2 shows a sample feedback format. The feedback shown 

in the figure consists of two sections. In the first section, 

students give ratings to the teacher’s performance in the 

course based on 10 points. The lowest rating i.e. 0  indicates 

the poor performance while the highest rating i.e. 5 indicates 

an excellent performance. The next section is for recording 

the student’s comments on teacher’s strengths, weaknesses 

and any general suggestions.  

 
Fig. 2: A Sample Feedback Format 

 

V. PROPOSED FRAMEWORK 

 

I am proposing an online feedback system which would 

record the student’s feedback and analyze the teacher's 

performance based on opinion mining using SVM classifier 

and then summarizes the teacher performance based on 

bounded summary algorithm i.e. counting frequency of 

positive and negative reviews.  

Fig. 3 shows our proposed online feedback system based on 

opinion mining. First, a feedback scheduler would be 

responsible for scheduling the student’s feedback for each 

course. In order to maintain the anonymity of a student, the 

scheduler would ensure that the feedback submission link 

would be up for may be 15-30 minutes based on the number 

of students registered in the course. On a given schedule, a 

link will be activated and the students of that course would 

record the time table of that class. Then, students would 

enter feedbacks of the subjects he or she had enrolled for 
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based on the schedule fixed using the feedback scheduler. A 

course manager would be maintaining the course 

information including list of courses taught by a teacher. The 

SVM classifier module would extract the opinions from the 

feedbacks collected and would classify them and pass it to 

the summary generator module. The summary generator 

module would take classified opinions and generate the 

summarized feedback report.  

 
Fig. 3: Proposed Online Feedback System using Opinion Mining 

 

VI. PERFORMANCE SUMMARY GENERATOR 

 

The final feature-based performance summary of each 

teacher for all subjects taught can be generated in the 

following way: 

 For each identified feedback parameter, related 

opinion sentences can be put into positive and 

negative categories according to the opinion 

sentences orientation.  

 All feedback parameter are ranked according to the 

frequency of their appearances in the reviews.  

The following shows an example summary for the feature 

“communication skills” provided by a teacher.  

Feature: communication skills 

 

Positive: 9 

 Overall his communication skills are excellent 

 His expressions get us engaged throughout lecture 

 He can do much better than this.  

… 

Negative: 2 

 He should speak little loudly. Last benchers 

have listening issues.  

 Poor skills. 

 

VII. DISCUSSION AND FUTURE WORK 

 

Automating the student’s feedback could provide many 

benefits including saving cost, time and making efficient 

report generation etc. In my view, use of opining mining can 

help in summarizing the overall feedback report effectively 

and evaluating faculty performance in form of a summarized 

view could be useful for academic institutions. Teachers 

could also effectively review their own performance at this 

level instead of reviewing each student feedback 

individually.  

Here, I have chosen SVM for opinion classification as it is 

one of the commonly used classifier in practice and its 

accuracy is equally good. I know that the feedback form 

shown in the Fig. 2 provides limited opportunity as opinions 

can be recorded for only section 2 of the feedback form. 

For future work, we are planning to develop the proposed 

system and that would help us evaluating our proposed 

system and would definitely benefit the academic 

institutions. The proposed system can be extended to other 

areas like collecting feedbacks for workshops and short-term 

courses.   
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