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Abstract: The aim is to utilise image processing to figure out lip movements and provide lice interaction with the system based 

on it. The multimodal HCI is displayed which enables a client to take a shot at a PC utilizing developments and motions made 

with the specific user’s mouth. Calculations for lip development and lip signal acknowledgement   are introduced in points of 

interest. Client confront pictures are caught with a standard webcam. Face identification depends on a course of helped 

classifiers. Mouth position is utilized to track lip developments that enables a client to control a screen cursor. Three lip 

signals which are mouth opening, standing out tongue, and framing puckered lips respectively are perceived. An 

acknowledgment of lip is performed by simulated neural system. 
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1. INTRODUCTION 

Inspiration for this research arose with the idea to reduce 

human effort and complexity in order to interact with a 

computer or any machine. Utilising artificial neural 

networks for the same. HCI are particularly helpful in 

circumstances when it isn't conceivable, troublesome or 

incapable to utilize conventional info gadgets, similar to a 

console and a mouse. The fundamental objective of each 

HCI application is to make working with a PC as normal, 

natural and compelling as could be expected under the 

circumstances.  

One of the principle territories of utilizations of new 

human-PC interfaces is to make workable for individuals 

with perpetual or transient incapacities to utilize PCs in a 

proficient way. In [Eveno et al. (2001)] creators propose 

another change called a chromatic bend outline. In [Guan 

(2008)] a programmed lip division calculation is portrayed 

in view of the wavelet multi-scale edge identification over 

the discrete Hartley change. 

 A fascinating technique, proposed by [Leung et al. 

(2004)], joins both shading uniqueness amongst lip and 

skin and a spatial separation from an oval approximating 

lip shape with a specific end goal to encourage lip division.  

The primary gathering uses gadgets mounted 

straightforwardly on the client's body. Applications in the 

second gathering are contactless and they utilize remote 

sensors just, along these lines they are significantly more 

agreeable for a client. Among contactless arrangements, 

vision-based human-PC interfaces are the most 

encouraging ones. They use cameras and picture handling 

calculations to distinguish signs and signals made by a 

client and execute designed actions. Lip picture division 

and lip development following is an extremely entangled 

errand, predominantly in light of a little complexity 

amongst lips and a face skin.  

Numerous ways to deal with this errand might be found in 

the writing. We can also readily resort to putting blemishes 

on a client face or specific make-up. Lip picture is 

normally sectioned by the methods for changing RGB 

shading space into CIE-LUV, HSV, YCbCr or a 

comparable space [de Dios and Garcia (2004)][Zhang and 

Mersereau (2000)][Tsapatsoulis et al. (2000)]. Our 

research is based on synchronising human lip movement 

with PC working in its response. 

2. METHODS 

Below presents a plan of the calculation utilized as a part 

of Lip Mouse. Initial, a client's face is identified in each 

picture outline caught by a web camera. Additionally 

phases of the calculation are confined to the return for 

capital invested containing the client's face. At that point, a 

mouth area is restricted and its day of work from the 

reference mouth position is ascertained. 

Mouth area restriction, contrasted and a reference mouth 

position, is utilized to control the screen cursor. By and 

large, the more noteworthy the move is, the quicker the 

cursor moves in a provided guidance. The reference mouth 
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position is spared at the application start up and might be 

modified whenever on the client ask. 

 

Figure 1. Flow of execution of system  

The mouth position shift p (in horizontal and vertical 

direction), is calculated as follows: 

   
     

 
                             

     

 
 

Where (mx, my) denotes the current mouth position (the 

centre of the mouth region upper boundary) in video frame 

pixels, (rx, ry) is the reference mouth position and w 

denotes the current mouth region width. Normalization of 

the mouth position shift by the mouth width assures that a 

screen cursor moves in the same way independently of the 

user face distance from the camera. 

3. RESULTS 

With the end goal of trials, confront accounts of 176 

people were gathered amid two chronicle sessions. 

Recordings from the primary session, recorded in different 

spots and in various lighting conditions, were utilized to 

create and approve confront limitation, lip restriction and 

lip shape estimate calculations. Examinations demonstrate, 

that the mouth area is limited with incredible exactness. 

Controlling screen cursor with the mouth (head) 

developments is peaceful advantageous and does not 

represent any issues for any individual who utilizes the 

application out of the blue. 

 

Figure 2: Samples of Lip Capturing Identity 

102 video accounts from the second session were utilized 

for lip signal acknowledgment tests. Every individual was 

requested to do regular, alignment strategy twice. The 

principal emphasis was utilized to prepare ANN and the 

second cycle was utilized to acquire the adequacy of lip 

signal arrangement. All face pictures accumulated amid the 

second cycle were utilized for testing, along these lines the 

testing set of vectors contained 25% a bigger number of 

components than the preparation set of vectors (20% of 

vectors assembled amid the principal emphasis is utilized 

for moment ANN approval). 

Lip region  
Effectiveness of lip gesture 

classification  

extracting Neutral Mouth Forming Sticking out 
All 

gestures 

variant 
(no 

gesture) opening puckered lips the tongue  

V1 86.1% 85.3% 85.4% 84.8% 85.4% 

V2 80.2% 83.0% 75.0% 78.8% 79.3% 

V3 91.3% 95.3% 92.0% 94.1% 93.2% 

Table 1: Showing the Effectiveness of Lip gesture 

Gesture No. of 

Effectiveness of lip gesture  

classification  

 image  

 frames T = 0 T = 0.25 T = 0.5 T = 0.75 

Neutral (no gesture) 6120 92.9% 93.8% 94.9% 96.1% 

Mouth opening 6120 95.4% 94.8% 92.4% 89.2% 

Forming puckered lips 6120 92.5% 91.8% 88.2% 83.6% 

Sticking out the tongue 6120 94.1% 93.2% 91.3% 85.6% 

All gestures 24480 93.7% 93.4% 91.7% 88.6% 

         Table 2: Showcase of Effectiveness w.r.t. ANN thresholds 

4. CONCLUSION 

A calculation for lip development following and lip signal 

acknowledgment is exhibited in the paper. It shapes the 

centre of the multimodal human-PC interface (HCI) called 

Lip Mouse. Consequences of the trials did demonstrate 

that the viability of the calculation is adequate for 

agreeable and productive utilization of a PC by any 

individual who does not need or can't utilize a 

conventional PC mouse.  

Future work will centre on change and further 

improvement of the interface and its calculations. A large 

portion of all, the look for ideal arrangement of the 

element vector will proceed. New parameters will be 

characterized and their extraction technique will be tuned. 

Another examination string will be centred on expanding 

the quantity of perceived signals.  
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Advancement of new HCI arrangements and enhancing 

existing ones is important to encourage our ordinary 

cooperation’s with PCs. 

ACKNOWLDGMENT 

During this ongoing research I was been lucky to have 

such a supportive partner who helped me a lot in 

mathematical calculation. With the heroics of the depth 

knowledge inbuilt I would like to thank Mr Manpreet 

Sehgal who helped in letting us understand the domain 

knowledge, Dr. Vikas Jindal for helping us understanding 

the Automate system through Automata Theory, Dr. 

Sudhakar Ranjan who believes in us and provides us 

support and always standing as our backbone to remove all 

hurdles, Mrs. Deepti Thakral for letting us go through the 

new technologies which helps us in live stream 

convention. In the end I would like to thanks my mother 

and God for their showering blessings and also Ms. Alinka 

Airyapartyan for always supporting and understanding me 

and having trust with such a dedication. Thanks to all for 

believing in us. 

REFERENCES 

[1]Aggarwal J. K.; Cai Q. (1999): Human Motion Analysis: A 

Review, CVIU(73), No. 3, pp. 428-440. 

[2]Baecker R. M.; Grudin J.; Buxton W. A. S.; Greenberg S. (Eds.) 

(1995). Readings in human– computer interaction. Toward the 

Year 2000, 2nd edn. Morgan Kaufmann, San Francisco. 

[3]Clausi D. A. (2002): An analysis of co-occurrence texture 

statistics as a function of grey-level quantization, Canadian 

Journal of Remote Sensing, 28(1), pp. 45-62. 

[4]De Dios J.J.; Garcia, N. (2004): Fast face segmentation in 

component color space, Int. Conf. on Image Processing, ICIP, 1, 

pp. 191-194. 

[5]Haralick R. M.; Shanmugam K.; Dinstein I. (1973): Textural 

Features for Image Classification, IEEE Transactions on 

Systems, Man, and Cybernetics, 3(6), pp. 610–621. 

[6]Leung S.; Wang S.; Lau W. (2004): Lip image segmentation using 

fuzzy clustering incorporating an elliptic shape function, IEEE 

Transactions on Image Processing, 13(1), pp. 51-62. 

[7]Lienhart R.; Maydt J. (2002): An Extended Set of Haar-like 

Features for Rapid Object Detection, IEEE ICIP, Vol. 1, pp. 

900-903.. 

[8]Liewa W. C.; Leung S. H.; Lauw. H. (2000): Lip contour 

extraction using a deformable model, Proc. Int. Conf. Image 

Processing, Vancouver, Canada, 2, pp. 255–258. 

[9] Moran L. E. L.; Pinto R.E. (2007): Automatic Extraction Of The 

Lips Shape Via Statistical Lips Modelling and Chromatic 

Feature, Electronics, Robotics and Automotive Mechanics 

Conference, CERMA, pp. 241-246. 

 

 

 

 

 

 

 

 

 

 

 

 

AUTHORS PROFILE 

CFE LISROSET Anitya Gupta pursuing Bachelor of 

Technology in Cloud Computing from Apeejay Stya 

University. He is currently working as research fellow in 

Defence Research and Development Organisation – 

Defence Body of India. His key research field is Artificial 

Intelligence. His expertise is in Virtual Reality, Quantum 

Programming, and Brain Astronomy. Securities and 

Designing Algorithms. He has publish more than 10 

research papers in reputed international journals across 

world and also in IEEE. He is a life member of ISROSET 

since 2017 and also the member of INBA in field of 

forensics. He has been granted the Certified Forensic 

Expert from International Forensic Sciences and Scrum 

Product Owner from Scrum Institute Switzerland. Now he 

is currently working for Campus London in one of their 

start-up’s as a Chief Operation Executive. He also 

represented top notch companies as an ambassador. 

Ms. Srishti Gupta is the PAN India Student Manager for 

Internshala and is pursuing her Bachelor's degree in 

Electronics and Communication Engineering from Bharti 

Vidyapeeth's College of Engineering, Delhi under IP 

University. She is also the Vice-President of Association 

for Computing Machinery- Women's Council, BVP and 

Microsoft's Student Partner. She has also worked as 

Project Leader for UNFCCC Green Revolution Program 

with ICCE and heads the National Service Scheme in her 

college, besides being the TCS Campus Ambassador. 

Having completed 13 internships in 2.5 years alongside 

full time studies, she has also been the Panellist for 

National Start-up pitch held at NASSCOM and IAMAI, 

Bangalore. 

 

 

 

 

 


