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Abstract Today, the World Wide Web is growing at an increasing rate and occupied a big percentage of the traffic in the 

Internet. These systems lead to overloaded and congested proxy servers. Load Balancing and Clustering of web servers helps in 

balancing this load among various web servers. In this paper we have given solution for load balancing Clustering using three 

different algorithms and frameworks. The objective of this paper is to enhance the execution time of a server, increasing 

reliability and optimizing the system performance. These are achieved through simulations on the proposed methods. 
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I. INTRODUCTION 

In current scenario, Internet is acting as a backbone of 

communication by offering an efficient and stable network 

for millions of effected workers round the globe. Among 

various (email, file sharing, Newsgroup, websites, Instant 

messaging / chat, fax server, search engine, www) services 

offered by Internet, www is the most popular. Web is an 

Internet-based computer network of documents that allows 

users on one computer to access information stored on 

another through the world-wide network. To host web pages 

web servers are required. Web server is a combination of host 

computer, server software and communication protocol that 

delivers requested web pages to web clients. In the WWW 

environment each client request includes a user friendly name 

(Like www.google.com), which in turns convert into an IP 

address by DNS through a separate address mapping request. 

DNS will make use of a list which has an entry of all domain 

name registered and all IP address corresponding to a single 

domain name.  

 

This paper is organized as follows: Section II explains 

problem statement of research work. Section III describes the 

related work in this area. Section IV illustrates the research 

objectives. Section V explains proposed framework by 

defining proposed          algorithms. At last, section VI 

provides future use and is concluded with references in 

section VII. 

 

II. PROBLEM STATEMENT 

With the ever-increasing dependence on the Internet, the 

traffic on the World Wide Web has increased at an explosive 

rate causing a rapid increase in the request rate to popular 

Web sites. When number of requests increases from a 

particular website, the response time from that website also 

increases, because of any of the reason: 

-Bandwidth of web server 

- HTTP Request Type 

-Level of traffic volume on the web site.  

 

It is really important to properly handle the slow response 

time problem to avoid any delay or shutdown or bottleneck. 

If there is only one web server responding to all the incoming 

HTTP requests for your website, the capacity of the web 

server may not be able to handle high volumes of incoming 

traffic. In order to achieve web server scalability, more 

servers need to be added to distribute the load among the 

group of servers, which is also known as a server cluster. The 

load distribution among these servers is known as load 

balancing.  

Various strategies were used to solve slow response problem. 

Increase server bandwidth: Every time it is not feasible to 

increase the bandwidth of the web server with increased 

traffic moreover traffic will not be same all the times. 

Answer only text Request: Request variance cannot be 

overlooked always, since website offers all kind of pages then 

web server has to respond back to all the pages. 

Web Proxy caching: is a technique of caching web 

documents in order to reduce bandwidth usage and server 

load. A web cache stores copies of document passing through 

it, subsequent request of such documents can be satisfied 

from these cached documents if certain conditions met. The 

main drawback of this technique is its using stale responses 

from cache without checking they are changed on server or 

not. 

Mirror web site: A mirror site is a copy of a website or set of 

files hosted at a remote location.  This option is useful only 
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when live mirror technique is used which automatically 

updates the mirror copies as soon as the original is changed. 

Monolithic web server:  Advance hardware support for web 

server. 

Cluster web server:  A strategy where multiple web servers 

are used for handling all incoming request. 

Among various solutions available to solve this slow response 

problem cluster web server is the best option. 

 

 
Figure 1. Routing of HTTP request to Web server through ISP and DNS                                                                                                                                                

III. RELATED WORK 

 

Based on above stated problem, the following papers have 

been reviewed.  

 

[1] have studied various Static(Round Robin and Randomized 

Algorithms, Central Manager Algorithm, Threshold 

Algorithm) and Dynamic (Central Queue Algorithm, Local 

Queue Algorithm) Load Balancing Algorithms in distributed 

system. The performance of these algorithms is measured by 

following parameters: Overload Rejection, Fault Tolerant, 

Forecasting Accuracy, Stability, Centralized or Decentralized, 

Nature of Load Balancing Algorithms, Cooperative, Process 

Migration and Resource Utilization. Their result shows that 

static Load balancing algorithms are more stable with such 

parameters. [2] have proposed a DDLB (Dynamic Distributed 

Load Balancing) scheme for minimizing the average 

completion time of application running in parallel and 

improve the utilization of nodes. In proposed scheme, instead 

of migrating the process for load balancing between clusters, 

they split the entire process into job and then balance the 

load. In order to achieve their target they will make use of 

MA (Mobile agent) to distribute load among nodes in a 

cluster. [3] have worked together to find a load sharing policy 

in heterogeneous distributed environment where half of the 

total processor have double the speed of others except only 

two types of jobs: first class and generic. They have studied 

only non-preemptive job scheduling policies where scheduler 

have exact information about queue length of all processor 

and queuing time of dedicated jobs in fast processor. [4] has 

proposed a genetic algorithm (GA) to dynamically schedule 

heterogeneous task on heterogeneous system in a distributed 

environment to minimize total execution time. GA uses 

historical information to exploit the best solution and 

completes it process in three steps: Selection, Crossover and 

Random mutations. The GA algorithm is only performed if 

there are more unscheduled tasks than processors. [5] Wang 

have designed and implemented a load balancing system 

based on fuzzy logic and proved that, this algorithm not only 

effectively reduces the amount of communication messages 

but also provides considerable improvement in overall 

performance such as short response times, high throughput, 

and short turnaround time. [6] have proposed a Load 

Balancing scheme for (SAMR) Structured Adaptive Mesh 

Refinement Application on distributed systems. In proposed 

scheme they consider the heterogeneity of processor and 

dynamic load on system and divide the complete Load 

balancing process into two phases Global Load Balancing and 

Local Load Balancing. The size based polices previously used 

to balance loading in a web cluster framework accomplishes 

the goal of minimum job response time and job slow down 

[7] [8] and [16].  

 

IV. RESEARCH OBJECTIVES 

 

A critical challenge today is to process huge data from 

multiple sources. Users are becoming progressively more 

dependent on the web for their daily activities such as 

electronic commerce, reservations and stock trading. 

Therefore the performance of a web server system plays an 

important role in success of many internet related companies. 

The need for a web server cluster system arises from the fact 

that requests are distributed among these web servers in a 

proficient manner. For load balancing various factors like I/O 

overhead, job arrival rate, processing rate may be considered 

to distribute the jobs to various nodes so as to derive 

maximum efficiency and minimum wait time for jobs. 
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Aims and Objectives of Research 

 To effectively distribute the shared resources in a cluster 

framework. 

 Distribute the load among the servers in the cluster to 

provide the best possible response time to the end user by 

keeping track of the load and available resources on the 

servers. 

 Balances the load on the web servers using its knowledge 

of the past workload distribution. 

 A simple load balancing simulation model is created, 

under certain assumptions, and to effectively set its 

interval boundaries according to current workload 

characteristics is presented. 

 To develop a new load balancing policy, this distributes 

the workloads to the servers by making note of both 

client activity and system load. 

 The objective is to provide a framework which is 

expected to be more effective, acceptable and robust for 

load balancing based on server load. 

 Further, in order to facilitate the input for clients, proper 

tools are used that allows input data to be fed easily. 

 The proposed framework provides a load balancing 

approach where outputs are defined as to properly handle 

all issues and challenges in the model. 

 To emphasizes more on high throughput of data on low-

latency of job executions, to accomplish huge execution 

advantages. 

 To follow trace driven simulations utilizing both 

synthetic and real trace to assess the execution of new 

policy. 

 

V. PROPOSED FRAMEWORK 

 

In this research, we propose three new algorithms  

a. Framework to solve load balancing in web servers 

based on effective parameters. 

b. Framework to solve load balancing in web servers 

based on workload characterization and map reduce 

approach.  

c. A framework based on response time to achieve 

efficient load balancing in web server clusters. 

 

Also we discuss detailed description of process for model 

development with input and output parameters, designing of 

algorithms for performing load balancing in web servers, 

provision of control charts, templates and other materials. We 

also discuss comparative analysis of different algorithms with 

the help of graphical representation. Finally, the conclusion is 

made through extensive analysis to ensure the distribution of 

requests among different web servers based on different 

algorithms and conditions. 

We hereby propose three efficient algorithms each of which 

distributes the request among web server cluster in order to 

balance the load among these servers. 

 

Algorithm 1: Framework To Solve Load Balancing In 

Web Servers Based On Effective Parameters 

 

The primary contribution of this algorithm is to propose a 

framework for running web server cluster system in web 

environment based on collected requirements and to present 

its implementation on one of the web services. 

 

The second contribution is to present an experimental 

analysis of running this framework in web environment to 

prove the proposed research and to present the evaluation of 

experiments based on the various parameters such as speed of 

processing, response time, server utilization and cost 

efficiency. 

 

For the purpose of validation, different parameters are defined 

like availability, Health Check, Throughput, Resource 

Utilization and Efficiency. 

 

Algorithm 2: Framework to Solve Load Balancing in Web 

Servers Based on Workload Characterization and Map 

Reduce Approach 

The load on the web servers are balanced using the 

information of the older data. Using actual workload traces a 

map reduce programming approach is applied to characterize 

the workload on the basis of key (protocol). A simple load 

balancing simulation model is created, under certain 

assumptions, and setting server’s parameters according to 

protocol and threshold value. To forward requests for the 

same type of content to the same server.  It has been proved 

that directing tasks of similar type to the same servers reduces 

the slowdown in a web server. A detailed comparison of 

performance with Adaptload and ACCS approach that aims to 

balance the load will also be presented. 

 

Algorithm 3: A Framework Based on Response Time to 

Achieve Efficient Load Balancing in Web Server Clusters 

This algorithm distributes traffic based on minimum response 

time from the servers and minimum pending jobs. The 

response time is the time interval between sending a request 

server and receiving the first response from the server. A data 

structure is maintained to store the number of requests sent to 

each server and pending jobs on that server.  

 

The model is validated with two algorithms: 

 Round Robin Algo – All the requests are sent to each 

server one after another. So all servers will have equal 

number of requests. 

 Pending Jobs Algo – Selects the server with least 

response time and least pending requests. Eg, server 1 

has less response time and 0 pending requests, so it will 

be given priority . So each server will handle different 

number of requests.  

Overall results, performance analysis and comparative 

analysis are also demonstrated. Algorithm has been validated 

by using different number of requests ranging from 100 to 
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10000. The output metrics consists of log statements, 

timestamp for request received and sent, number of requests 

handled by each web server, time taken by each server for 

each request,  pending requests on each server, transactions 

per second, number of bytes read and transferred, total 

processing time to complete all requests. 

VI. CONCLUSION AND FUTURE SCOPE 

 

We have proposed three algorithms which are described 

above for dynamic load balancing in web server clusters. The 

future work will be to implement these algorithms and to 

present the experimental results and the analysis of the 

proposed methods with the existing approach. The 

experimental analyses will be carried out using various tools 

like Advanced java programming, Map Reduce Programming 

( Hadoop), Tomcat, Apache and Ngnix Web Servers, Java 

Servlets, Jetty embedded Server and SoapUI. Algorithms will 

be validated on real data set: Live Data from Website 

http://cricscore-api.appspot.com/ and real traces from http:// 

ita.ee.lbl.gov. 
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